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Abstract - Drowsy driving is a leading cause of road 

accidents, posing significant risks to drivers and passengers. 

This paper presents a real-time driver drowsiness detection 

system that monitors facial features to identify signs of fatigue. 

The system utilizes computer vision techniques, specifically 

Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR), to 

detect prolonged eye closure and yawning. A webcam captures 

live video, and the frames are processed using Python, 

OpenCV, and Dlib to track facial landmarks. When drowsiness 

is detected, an audio alert is triggered to warn the driver. The 

proposed system is non-intrusive, cost-effective, and can be 

integrated into vehicles for enhanced safety. Future 

improvements may incorporate machine learning models for 

greater accuracy and adaptability to different environments. 
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1.INTRODUCTION 

 

Driver fatigue is a major cause of road accidents, leading to 

severe injuries and fatalities. Long driving hours, lack of rest, 

and monotonous routes significantly reduce a driver’s alertness 

and reaction time, increasing the risk of accidents. To tackle this 

issue, our project develops a driver drowsiness prediction 

system using OpenCV to monitor drivers in real time and 

prevent potential crashes. 

Using computer vision, the system continuously tracks 

facial expressions and eye movements. By detecting key 

drowsiness indicators such as eye closure duration and blinking 

rate, it triggers alerts, ensuring the driver remains attentive. 

The project integrates OpenCV for image processing, dlib 

for facial landmark detection, and machine learning techniques 

to improve accuracy. This system provides a cost-effective, real-

time solution that enhances road safety by reducing fatigue-

related accidents. Its implementation in vehicles can 

significantly lower accident rates and promote safer driving 

conditions.  

2. PROBLEM IDENTIFICATION 

     Driver drowsiness is a major cause of road accidents in 

India, leading to severe injuries and fatalities. According to 

Subhash Chand Kaushal, Head of CRRI’s Traffic Engineering 

and Safety Division, an analysis of accidents on the Agra-

Lucknow Expressway found that 40% of incidents were due to 

drivers dozing off at the wheel. This highlights the serious risk 

of fatigue-induced crashes, especially on highways where long, 

uninterrupted drives lead to reduced alertness. The report also 

identifies fatigue and inattention as major contributors to 

accidents. Many commercial drivers work under pressure, 

driving for extended hours without proper rest. To address this 

issue, a real-time driver drowsiness detection system is 

necessary to monitor fatigue levels and alert drivers before 

accidents occur. Such a system can significantly reduce road 

fatalities and enhance highway safety. 

 

4.PROPOSED WORK 

I. System Initialization & Input 

• Start System: This stage marks the activation of the 

drowsiness detection system. It involves initializing 

all necessary software components, loading pre- 

trained models for face and eye detection, and 

preparing the system for video input. This step 

essentially sets up the environment for the system to 

begin its monitoring process. 

• Capture Video Feed: This step involves acquiring a 

continuous stream of video data, typically from a 

webcam or other video source. This feed provides the 

raw visual information that the system will analyze to 

detect drowsiness. The quality and frame rate of the 

video feed are crucial for accurate analysis. 

II. Facial & Eye Analysis 

• Detect Faces: This stage utilizes computer vision 

algorithms to identify and locate human faces within 

the video frames. This is a critical step, as the system 

needs to isolate the user's face to accurately analyze 

their eyes. Robust face detection is essential for the 

system's reliability. 

• Detect Eyes: Once the face is located, the system 

employs specialized algorithms to pinpoint the precise 

location of the user's eyes. This step often involves 

analyzing the facial region for characteristic eye 

features. Precise eye detection is crucial for accurate 

EAR calculation. 
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• Calculate Eye Aspect Ratio (EAR): This step 

involves calculating the Eye Aspect Ratio (EAR), a 

numerical value that represents the openness of the 

eyes. This metric is derived from the distances 

between specific points on the eye, such as the upper 

and lower eyelids. The EAR is a key indicator of 

drowsiness. 

III. Threshold & Alerting 

• Check EAR Threshold: This stage involves 

comparing the calculated EAR against a predefined 

threshold value. This threshold represents the critical 

point at which the system considers the user's eyes to 

be significantly closed, indicating potential 

drowsiness. 

• Marked Alert (Below Threshold) / Alert: EAR 

Below Threshold: If the EAR falls below the 

threshold, this stage triggers an alert to notify the user 

of their potential drowsiness. The alert can be visual 

(e.g., a flashing screen), auditory (e.g., a beep), or 

both. 

• EAR Normal: If the EAR is above the threshold, this 

stage indicates that the user's eyes are open, and no 

alert is necessary. The system continues to monitor the 

video feed for any changes in the EAR. 

IV. Process Control & Termination 

• Repeat Process: This stage represents the iterative 

nature of the system. The entire process, from 

capturing video to checking the EAR threshold, is 

repeated continuously to provide real-time 

monitoring. 

• Continue Monitoring: This stage indicates that the 

system remains active, continuously analyzing the 

video feed for potential signs of drowsiness as long as 

the EAR remains above the threshold. 

• User Stops: This stage represents the user's ability to 

manually terminate the system's operation. This is 

essential for user control and flexibility. 

• Exit System: This stage marks the termination of 

the system's operation. All processes are stopped, 

and the system is shut down. 

 

 

 

 

 

 

5. FLOW CHART 

 

6. METHODOLOGY 

The Driver Drowsiness Detection System follows a structured 

methodology that integrates computer vision, machine 

learning, and real-time alert mechanisms to monitor driver 

fatigue. The system is designed to detect early signs of 

drowsiness using facial landmark-based eye and mouth 

tracking, ensuring timely alerts to prevent accidents. 

i. Data Acquisition and preprocessing 

The system captures real-time video input using a webcam or 

an in-vehicle camera. The frames are processed to extract facial 

features using dlib’s 68-point facial landmark detector, which 

identifies key points around the eyes and mouth. The captured 

images are pre-processed through grayscale conversion, noise 

reduction, and normalization to enhance detection accuracy. 

ii.  Drowsiness Detection Algorithm 

The detection mechanism relies on Eye Aspect Ratio (EAR) 

and Mouth Aspect Ratio (MAR) calculations: 
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• EAR Calculation: The system continuously monitors the 

distance between upper and lower eyelids. A drop below 

a predefined threshold for a specific duration indicates 

drowsiness. 

• MAR Calculation: Yawning is detected by analyzing the 

mouth aspect ratio, where a sustained open-mouth 

position triggers a fatigue alert. 

• A combination of EAR and MAR thresholds is used to 

improve the system’s accuracy in detecting drowsiness. 

iii.  Alert Mechanism 

Upon detecting drowsiness, the system activates an alert 

mechanism using pygame, which generates an immediate audio 

alarm to wake the driver. This real-time intervention helps 

prevent potential accidents. 

iv.  System Integration and Testing 

The system is tested in various lighting conditions and facial 

orientations to ensure robustness and real-time performance. 

Performance metrics such as detection accuracy, response time, 

and false positive rate are evaluated to validate system 

efficiency. 

v.  Future Enhancements 

To further improve accuracy, future work will explore deep 

learning models, multi-modal sensor integration (heart rate, 

motion sensors), and cloud-based analytic’s for large-scale 

deployment. 

This methodology ensures that the Driver Drowsiness 

Detection System is real-time, cost-effective, and scalable, 

making it a reliable solution for road safety applications. 

7. RESULTS AND DISCUSSIONS 

 

I. Face detection 

 

 
 

 

 

 

II. Eye detection (facial landmarks placement) 

 

 
 

III. Alert mechanism 

 

 
 

IV. Face detection (with spectacles) 

 
 

V. Alert mechanism(with spectacles) 
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VI. Face detection (with low light) 

 

 

VII. Alert mechanism (with low light) 

 

 
 

VIII. Face detection (with spectacles and low light) 

 

 
 

IX. Alert mechanism (with spectacles and low light) 

 
 

 

8. CONCLUSION 

 

Driver drowsiness is a critical factor contributing to road 

accidents, and an efficient detection system can 

significantly enhance road safety. This paper presents a 

real-time driver drowsiness detection system using 

computer vision techniques, primarily focusing on Eye 

Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR). By 

analyzing facial landmarks, the system accurately 

identifies signs of fatigue, such as prolonged eye closure 

and triggers an alert to prevent potential accidents. 

The proposed model effectively addresses challenges like 

low lighting conditions, drivers wearing spectacles. 

Using facial landmark-based detection, the system 

ensures reliability across different driving environments. 

The model's lightweight nature and real-time 

performance make it suitable for integration into modern 

vehicle safety systems. 

Future work can focus on incorporating multi-modal 

approaches by integrating physiological sensors, steering 

behaviour analysis, and machine learning models to 

further improve accuracy and robustness. This study 

demonstrates a practical, cost-effective solution for 

mitigating drowsiness-related accidents and contributes 

towards safer roads.  
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