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ABSTRACT: In the present world, lots of road accidents take place due to the lack of attention and alertness of driver. 

Large number of them occur also due to driver’s drowsiness. This leads to a lot of unfortunate situations and accidents 

causing adverse damage to human lives. The main goal of this system is detection of driver drowsiness and an appropriate 

response to the detection. The idea is to detect whether the driver is sleepy or fatigued using the video and providing an 

alert message. The driver’s facial expressions will be captured using a webcam. Every movement in each frame is detected 

using few techniques of image processing. The behavioral patterns of the driver can be analyzed for patterns over time to 

identify early signs of drowsiness. This could include changes in driving style, such as erratic lane changes or inconsistent 

speed. Personalized recommendations can also be provided for drivers based on their behavior patterns and drowsiness 

history. This can include suggestions for rest breaks or changes in driving habits. This can result in reducing the number 

of accidents happening due to driver’s drowsiness. 

 

1. INTRODUCTION 

 

Driver drowsiness detection systems enhance road safety by helping to mitigate driver drowsiness, one of the top causes 

of traffic accidents. Studies have shown that drowsy driving is accountable for a large percentage of traffic accidents 

worldwide, resulting in serious injuries, loss of life, and economic losses [4]. In essence, such systems continually assess 

the driver's alertness levels and offer timely warnings, assisting in crash avoidance. New safety systems in cars mostly 

deal with drowsiness detection strategies, as this variable, along with distraction, causes a majority of road crashes [5]. 

This project proposes an effective cutting-edge solution towards real-time addressing of this problem. 

 

The base architecture of the system is such that the visual input is processed from the face landmark detection 

functionality incorporated into Mediapipe, which is a robust framework for real-time applications in face recognition 

[6]. Further processing that derives the Eye Aspect Ratio (EAR) can be referred to from these marked points to make 

important detections of the face locations using Mediapipe's pre-trained models. This is a logging method that is 

measured and verified using the Eye Aspect Ratio (EAR). Using changes in EAR, the system will tell if the driver's eyes 

are open or closed or if they are having a prolonged closure nearly indicative of drowsiness. To increase detection 

accuracy, the position of the face, in mapping, is one secondary feature for measuring other signs of tiredness, from 

sagging eyelids to head tilt. The Mediapipe models work with a pre-trained profile that captures the essential facial 

features that would focus on head and eye movement. One measure of the ocular aspect, the ocular aspect ratio (EAR), 

which derives from ocular landmarks, is crucial in the detection process because it provides patterns for blinking and 

eye closure [7]. A prolonged closure of the eyes and erratic blinking patterns indicate fatigue, which sets off an alarm 

mechanism in the system. Facial landmarks are utilized in conjunction with EAR to determine other potential signals of 

fatigue such as head tilts and drop of the eyelids, so that detailed monitoring and high sensitivity detection are provided 

regardless of skin color and facial occlusions. 

When drowsiness is detected, a signal from the system triggers the Arduino microcontroller to activate the buzzer for 

alerting purposes [4]. With this audio mechanism, the driver is sure to regain immediate awareness of his/her condition 
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and to take remedial action like stopping the vehicle or directing attention to the road. The simplicity and cost-

effectiveness of the mechanism facilitate integration into various car systems, making it a scalable solution for the 

reduced incidence of drowsy-driving-related traffic accidents [5]. It employs non-intrusive visual information and timely 

processing of low latency, which guarantees user comfort and reliability, thus making the system applicable in 

automobile safety technologies. Moreover, due to its low cost and simple integration, it is also a feasible option for 

integration into private and commercial vehicles. Such initiative contributes to road safety by greatly mitigating the 

possibility of accidents from fatigue besides emphasizing the importance of the automobile industry utilizing technology 

to initiate preventive safety measures [6]. 

 

Key Objectives of the Driver Drowsiness Detection System 

 

• Enhance Road Safety: Improving traffic safety with the primary goal of reducing the accidents caused by 

drowsy driving, which is one of the main contributors of traffic injuries and deaths [5]. The device, however, 

would have taken drastic actions in preventing possible loss of life and property in case the early warning signs 

were neglected. Apart from better road maintenance, this will also curb losses through recovery expenses incurred 

after collision-related accidents and medical expenses. 

 

• Live Driver Attentiveness Monitoring: It measures driver attentiveness through the Mediapipe advanced 

technology [6]. It presents real-time reports on the driver's state through assessment of facial landmarks and 

computation of Eye Aspect Ratio (EAR), ensuring timely warning about drowsiness for prevention of fatal 

accidents. 

 

 

• Employ Non-Intrusive Detection Techniques: The apparatus, intended for comfort for the driver, does rely on 

image acquisition through an ordinary camera and avoids utilizing any external device such as wearables [7]. Non-

intrusive methods accurately detect drowsiness relying upon natural facial characteristics and eye movement with 

efficiency and acceptability. 

 

• Utilize Advanced Technologies for Precision: To maximize the advantage, the project uses well-advanced 

methodologies such as the Mediapipe EAR calculations to pinpoint fatigue signs with great precision [4]. The 

methods employed would detect even the minutest sign of drowsiness to further minimize false alarm rates and 

maximize the detection effectiveness solely on the basis of the technologies it employed. 

 

• Implement an Efficient Alert Mechanism: Using this drowsiness detection mechanism built in an Arduino 

microcontroller, buzzer alert bit manipulations are done immediately that can be used as an audio alert system [5]. 

The driver can give an immediate response to make his quick judgment that could cause the speed reduction in 

drowsy driver conditions, and possibly even avoid accidents. 

 

• Scalability and Cost Efficient: This system is designed to be practical and cost-effective for every car with 

cheap incorporate able tools like cameras and Arduino [6]. Its scalable design contributes to greater acceptance to 

improve the safety of road users since one can have this both for personal and commercial usage. 

 

2. MOTIVATION 

 

Since road accidents throughout the world caused by driver fatigue often culminate in grievous injuries, death, and heavy 

financial losses, it can be said that preventive measures must now be taken to check for drowsy driving, which has been 

found to impair reaction time, decrease vigilance, and compromise decision-making capacity [4]. The primary objective 

of this project is to improve road safety by confronting the pressing issue of drowsy driving via the design of a real-time 

system for the detection of drowsy driving with timely warnings to the drivers, enabling them to take the required 
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precaution and therefore prevent accidents [6]. 

 

The system employs modern technology, such as Mediapipe for facial landmark detection and Eye Aspect Ratio (EAR) 

calculation, to monitor driver concentration with high accuracy [7]. By detecting and extracting relevant features around 

the eye, Mediapipe Face Mesh technology eases the calculation of EAR, which is commonly used for detecting blink 

intervals and eye closure patterns. 

The apparatus detects drowsiness indicators by sensing changes in EAR, with prolonged blinks and irregular blinks 

being possible manifestations [4]. Besides blinking patterns, eyelid droop and head tilt are also monitored to improve 

detection [5]. The camera-based techniques, being non-intrusive, ensure user comfort, devoid of any bulky wearables 

[6]. 

 

The system makes use of an Arduino microcontroller to activate the buzzer on detecting drowsiness, thus giving a real-

time audible alert to the driver [7]. This feedback mechanism is fast, and it can keep accidents that result from delayed 

reflex actions to a minimum by enabling quick responses, either to relax or to concentrate. Since it relies on open-source 

technology and inexpensive components, the system is likely to be making in the common use [4]. Moreover, because 

it is easily scalable, it can be added to all types of vehicles, from a private vehicle to corporate fleets, thus significantly 

contributing towards the world joint effort of improving the safety of cars and accident prevention [5]. 

 

3. LITERATURE REVIEW 

 

One of the main causes of traffic accidents all over the world is tired drivers. Fatigue-related crashes often account for 

a considerable percentage of all traffic accidents, with devastating injuries and fatal outcomes usually cited by the 

National Highway and Traffic Safety Administration (NHTSA) and the World Health Organization (WHO). Because of 

such reasons, several scientists have come up with very different ways for developing real-time driver sleepiness 

detection systems, using methods ranging from computer vision and physiological sensing to hybrid methods. This 

review forms the design of literature analysis for sleepiness detection studies conducted so far on this subject, comparing 

the different approaches, their efficiencies, weaknesses, and possible future directions. 

The primary aim of computer vision-based approaches is to examine face features, more specifically yawning, blinking 

habits, and openness of the eyes. Alioua et al. (2020) presented a method for using Support Vector Machine (SVM) 

classifiers for facial recognition and Circular Hough Transform for iris location and reported a success rate of 94%, 

establishing the robustness of the technique [12].In the same regard, Deng et al. in 2021, developed a system-DriCare-to 

monitor yawning, blinking frequency, and eye closure duration by locating 68 facial landmarks using a deep-learning-

based face-tracking algorithm. The accuracy of their method was assessed in benchmark datasets-86% on CelebA and 

92% on YawDD [12]. 

According to Khunpisuth et al. (2019), the development of a fatigue detection system based on a Raspberry Pi embedded 

system utilizes Haar cascade classifiers. The system employs an SVM classifier trained on head tilt and eye closure 

behaviors. Though skin tonalities and lighting variations affect the performance of the system, the detection achieved 

an accuracy of 99.59% [14]. 

Deep learning has gained popularity because of its ability to learn automatically from raw image data by extracting 

features from un-preprocessed image data. In the real-time processing of videos, Singh et al. (2023) proposed a CNN-

based system based on OpenCV. The algorithm transferred learning from existing neural networks to achieve decent 

sensitivity and specificity in fatigue detection [15]. Despite their high accuracy, deep learning approaches pose 

difficulties for low-power embedded real-time applications due to their computation-intensive methods. 

Physiological measurement includes differentiation in the variation of heart rate, skin conductance, or brain activity in a 

driver. Babaeian et al. (2021) invented a system for detecting sleepiness through an ECG-based criterion applied with 
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Short-Time Fourier Transform (STFT) in measuring HRV characteristics. The study found that with an 88.3% 

classification accuracy for male drivers and 85.7% accuracy for female drivers, the K-Nearest Neighbors (KNN) 

classifier was superior to SVM [16]. 

According to Hendra et al., 2022, sleepiness detection system based on Arduino with an AD8232 ECG module was 

meant to monitor heart rate changes. They got 79.26% accuracy after analyzing 30- second segments of RR interval by 

an RBF-NN [17]. 

In 2023, Arunasalam et al. designed a system that comprised an ignition lock, eyeglasses for blinking, and heart rate 

sensors. This system sent an SMS to emergency contacts and activated an alert whenever drowsiness was sensed in the 

user. The multiple sensor approach improved reliability of detection considerably, especially under low light conditions 

[18]. 

 

Although there has been a progressive development of sleepiness detection as a result of constant research, there remain 

still problems on the realization of balance among accuracy, cost, and real-time processing capabilities. Computer vision-

based systems are also effective but they are also very much open to the environmental effect. Physiological signal-

based approaches are highly accurate but invasive as they give direct measurement. Hybrid systems offer great promise 

by combining different detection methods, but these need further development to be maximized with regard to cost and 

utility. Future research should target the development of low-power, real-time technologies that can be fitted reliably 

and conveniently into vehicles.

 

4. CURRENT CHALLENGES 

Driver sleepy detection systems are very significant in preventing fatigue-related traffic accidents. Various techniques 

and technologies have been developed for the early identification of tiredness and thus alerting the driver. Among these 

methods are visual monitoring, vehicle analysis, and biological monitoring techniques. 

Physiological monitoring includes all forms of measurement through biological indicators such as heart rate, eye 

movement, and brain activity. Although it can sometimes be invasive, these methods directly measure levels of fatigue. 

 

• Electroencephalogram (EEG)-based Systems: Such systems discover fatigue through the observation of the 

brainwave activity. Devices with electrodes that are placed on the scalp take readings of electric activity within the 

brain. The initiation of fatigue is indicated by the change in the patterns of the alpha and the theta waves [19]. 

However, because of their discomfort requirements on precise insertion and susceptibility to noises, in reality, the 

EEG equipment is almost nonoperational in present driving. 

• Electrocardiogram (ECG)-based Systems: These ECG systems detect fatigue by measuring the heart's rate 

variability (HRV). Essentially, this method uses reduced heart rate variability that comes with sleepiness to gauge 

alertness [20]. Although nearly accurate, methods based on ECG must come into contact with the skin and could 

cause some discomfort for the driver in continuous use. 

• Wearable Physiological Monitoring: Wearables like fitness trackers and smartwatches can monitor 

physiological signals like skin temperature, heart rate, and electrodermal activity. The use of such devices for 

sleepiness detection is on the rise [21]. Although wearables remain a less invasive option, , they are still plagued by 

common problems associated with sensor placement, movement artifacts, and individual physiological differences. 

• Challenges in Vision-Based Systems: Vision-Based System Challenges: Many of the vision- based systems 

developed for the purpose of sleepiness detection cannot recognize changes in luminosity, occlusions (i.e., 

sunglasses or facial masks), or facial features. Therefore, machine learning models are likely biased relative to some 

categories of persons, given the used training data. Consequently, such models will be limited in their generalization 

in the real- world environment. 
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5. METHODOLOGY 

 

The Driver Drowsiness Detection System involves the hardware, computer vision, and machine- learning components 

by a systematic and structured methodology to ensure real-time monitoring of driver fatigue. Basically, the operation 

uses advanced computer vision techniques to identify facial landmarks in particular areas, especially around the eyes. 

The system checks for driver sleepiness with simulations of face feature detection employing MediaPipe and OpenCV, 

which further computes the Eye Aspect Ratio (EAR). The Face Mesh model is used from MediaPipe for detecting crucial 

landmarks of the face, comprising the lips, nose, eyes, and so on. 

Google developed a real-time computer vision cross-platform library referenced by the name MediaPipe. It has a pre-

trained Face Mesh model that allows for low latency and good accuracy in detecting 468 landmarks of the face [16]. 

For sleepy state detection, the Face Mesh Model would assist in detecting the position of the mouth, eye movement, and 

overall alignment of the face. One of the applications of OpenCV (Open Source Computer Vision Library) is that one 

can capture a web cam video frame. 

-Digitally process an image: reduce noise, convert it to grayscale, etc. Corners and edges are drawn on display in the 

form of boxes along with various features of the face for helping visualization. The ocular Aspect Ratio (EAR) is 

calculated from the identified ocular landmarks, whereby ocular landmark detection is crucial in assessing drowsiness 

[17]. 

The EAR, an expression for mathematical modeling of the openness of eyes, is computed using Euclidean distances 

among key eye landmarks. The expression is:  

 

Where: 

 

• 𝑃1 to 𝑃6 are specific eye landmarks detected by the Face Mesh model. 

• The numerator is defined as the sum of the vertical eye distances, while the denominator is the horizontal eye 

distance. 

 

To establish that the eye is fully open, the EAR is normally between 0.3 and 0.4. It is considered that the driver is in 

the drowsy state if EAR is found to be less than 0.25 for a considerable amount of time (i.e., two seconds), thereby 

triggering an alarm mechanism [13]. 

 

This process involves a webcam that works with or without an external webcam recording all the video frames and 

analyzing them in real-time 30 to 60 times per second (FPS). After analyzing each frame for facial landmark 

detection, it calculates the EAR. An alarm system gets triggered if sleepiness is detected, and this could include: 

 

• Audio Alert: Activated by Arduino [4], a buzzer sounds to wake the driver. 

• Visual Warning: A pop-up message is displayed on the screen. 

• Smartphone Notification: An alarm may be sent to the driver's mobile phone via Bluetooth or Wi-Fi. 

The technology accommodates people wearing glasses, different head positions, and different lighting conditions. 
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6. SYSTEM ARCHITECTURE 

Modules Used 

Arduino Microcontroller 

 

• Serves as a central command interface. 

• Gets alarms by the program when it detects signs of fatigue. 

• Controls the MQ5 gas sensor and all other safety devices, like the buzzer [5]. 

 

Buzzer 

• A very loud audible alarm sounds when drowsiness is detected. 

• When an EAR threshold breaks, the Arduino rings the buzzer. 

• Keeps the alarm alert to the driver even under extremely noisy conditions [4]. 

 

 

MQ5 Gas Detection Sensor 

• It detects poisonous gases from a vehicle like methane or LPG. 

• It is monitoring the gas levels all the time and alerts the driver when a concentration goes above the limits of 

acceptability. 

• It is then used to give signal to Arduino through turning on the buzzer [18]. 

 

http://www.ijsrem.com/


          
  International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 09 Issue: 04 | April - 2025                            SJIF Rating: 8.586                                   ISSN: 2582-3930                                  

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM45760                                                |        Page 7 
 

Camera (Webcam or External Module) 

 

 

• Capturing the real-time face of the driver; proper placing is very important for continually uninterrupted 

face sight. 

• Here it is used under several levels of illumination conditions [15]. 

 

Functioning of the System 

The system using OpenCV accesses webcam and generates live video frames to achieve it. Frames are preprocessed to 

make sure face features are clearly visible. The Face Mesh model of MediaPipe identifies as much as 468 face landmarks. 

The eye landmarks are extracted to compute EAR.

For each frame, EAR is calculated using OpenCV and NumPy. A running average is kept for the purpose of monitoring 

long eye closure [13]. The driver is sleep-deprived when EAR goes below the marked level for a specific duration. As the 

system detects the sleepiness, it sends alerts towards the Arduino. Further alerts, such as pop-ups or mobile alerts, can be 

initiated by the Arduino. A buzzer is used as audio alarm [4]. The MQ5 sensor continuously monitors air quality. The 

sensor alerts the Arduino in case of any leakage in gas. In turn, the Arduino triggers buzzer to warn the driver from any 

threats [18]. 

 

The Driver Drowsy Detection System Successful Innovation to Reduce Accident Causing Due Fatigue by Integrating the 

Hardware with Smart Face Recognized Software. Increased response time with Arduino for bringing immediate alert, and 

track the real-time accuracy using MediaPipe and OpenCV. Gas detection module that makes it safer for system use and 

forms a complete driver assistant device. The technology is intended to adapt for varied types of users and conditions 

through iterative tests and calibrations for the assurance of acceptance and performance under real-life driving conditions. 

 

7. RESULT 

 

The Driver Drowsiness Detection System was developed and tested successfully by integrating real-time video processing 

with hardware alert mechanisms. Using MediaPipe Face Mesh, the system was able to detect key eye landmarks and 

compute the Eye Aspect Ratio (EAR) with high precision. The threshold for detecting drowsiness was set to an EAR value 

of 0.25, and a continuous eye closure period of 4 seconds was used to trigger alerts. 

 

System Accuracy 

 

During testing, the system demonstrated an average accuracy of 92% in correctly detecting drowsy states across multiple 

test users. The performance was evaluated under different lighting conditions, with and without eyeglasses, and with 

varying head orientations. False positives were minimal due to the timer-based validation (requiring sustained eye 

closure), which ensured that natural blinks did not trigger alerts. 

 

Hardware Alert Result 

 

http://www.ijsrem.com/


          
  International Journal of Scientific Research in Engineering and Management (IJSREM) 

                       Volume: 09 Issue: 04 | April - 2025                            SJIF Rating: 8.586                                   ISSN: 2582-3930                                  

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM45760                                                |        Page 8 
 

Once drowsiness was detected: 

. The Arduino Uno received a serial signal ('1') from the Python frontend. 

. This activated a buzzer connected to the Arduino’s digital pin 8. 

. When the alert condition ended, the signal '0' was sent, deactivating the buzzer. 

. An optional MQ5 gas sensor was included to trigger the buzzer independently if harmful gas was detected. 

 

Test Case Results 

 

  

Test Case Condition Expected Output Actual Output Status 

TC1 Eyes Open No Alert No Alert Passed 

TC2 Eyes Closed < 4 

seconds 

No Alert No Alert Passed 

TC3 Eyes Closed ≥ 4 

seconds 

Alert (Buzzer ON) Alert Triggered Passed 

TC4 Looking away from 

camera 

No Detection No Face Detected Passed 

TC5 Simulated Gas 

Exposure 

Alert     (Buzzer ON) Alert Triggered Passed 

TC6 EAR = 0.30 (above 

threshold) 

No Alert No Alert Passed 

 

 

 

8. Conclusion 

 

The Driver Drowsiness and Alcohol Detection System brings advanced sensor, machine learning, and computer vision 

technology to greater heights in highway safety. It involves techniques such as Mediapipe's Face Mesh and OpenCV to 

track real-time facial landmarks and compute EAR to ascertain fatigue. This will trigger an early alarm sound for 

intervention when the eye is closed for a long time. An MQ-5 gas sensor also gets an alcohol level reading and alerts 

the driver in case of impairment to avoid impaired driving even further. The incredibly solid hardware integration and 

real- time processing of this entire system proves to be a big boon for preventing alcohol-related accidents and reducing 

fatigue. Thus, this system could be applied to private as well as commercial vehicles with future enhancements 

incorporating improved flexibility to varying lighting as well as various facial conditions to significantly improve road 

safety and reduce accident percentage. 
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