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Abstract— Driver drowsiness is one of the major causes of road 

accidents, especially during long-distance and night-time driving. 

Continuous monitoring of driver alertness using non- intrusive 

techniques has therefore become essential for improving road safety. 

This paper presents a real-time drowsiness detection system based 

on facial feature analysis using a Convolutional Neural Network 

(CNN). The proposed system captures live video through a standard 

webcam and processes facial features such as eye closure and 

yawning to determine the driver’s alertness level. Facial landmarks 

are extracted to compute Eye Aspect Ratio (EAR) and Mouth Aspect 

Ratio (MAR), which serve as key indicators of fatigue. A multi- 

scale CNN architecture is employed to learn both fine and coarse 

facial patterns, improving detection accuracy under varying lighting 

conditions and face orientations. When drowsiness is detected, the 

system immediately generates visual and audio alerts to warn the 

driver. The experimental results demonstrate that the proposed 

approach operates effectively in real time using low-cost hardware, 

making it suitable for practical deployment in intelligent 

transportation and safety systems. 

Keywords— Drowsiness Detection, Convolutional Neural Network 

(CNN), Facial Feature Analysis, Eye Aspect Ratio (EAR), Mouth 

Aspect Ratio (MAR), Real-Time Monitoring, Driver Safety. 

 

 

I. INTRODUCTION 

 

Road safety has become a critical global concern due to the 

increasing number of accidents caused by human factors, among 

which driver fatigue and drowsiness play a significant role. Long 

driving hours, inadequate sleep, night-time travel, and monotonous 

road conditions often reduce a driver’s level of alertness, leading to 

delayed reactions and impaired decision-making. According to 

various traffic safety studies, drowsiness-related accidents are more 

severe than other types of accidents because drivers fail to take 

timely corrective actions. Therefore, continuous monitoring of driver 

alertness has become an essential component of modern 

transportation safety systems. 

 

Conventional methods for detecting driver drowsiness include 

physiological signal monitoring such as electroencephalogram 

(EEG), electrocardiogram (ECG), and heart rate analysis. Although 

these methods provide accurate measurements, they require wearable 

sensors that are uncomfortable and impractical for real-world driving 

environments. Vehicle-based approaches that analyze steering behavior, 

lane deviation, and pedal usage have also been explored; however, these 

methods are highly dependent on road conditions, vehicle type, and driving 

style. As a result, there is a growing demand for a non-intrusive, reliable, 

and cost-effective solution for detecting driver drowsiness. 

 

Vision-based approaches have gained significant attention due to their non-

contact nature and ability to directly analyze facial behavior. Facial cues 

such as eye closure duration, blink frequency, head pose, and yawning 

patterns serve as strong indicators of fatigue. Advances in computer vision 

and deep learning have enabled accurate extraction and analysis of these 

facial features using camera-based systems. Among various deep learning 

models, Convolutional Neural Networks (CNNs) have demonstrated 

superior performance in image-based feature extraction and classification 

tasks, making them suitable for real-time drowsiness detection. 

 

Recent research has shown that combining traditional facial feature metrics 

with deep learning techniques improves detection accuracy and robustness. 

Metrics such as Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR), 

derived from facial landmark detection, provide reliable measures of eye 

closure and yawning behavior. However, single-scale CNN models often 

struggle to generalize under varying lighting conditions, facial orientations, 

and user demographics. To address these challenges, multi-scale CNN 

architectures have been introduced to capture both fine-grained and global 

facial features, thereby enhancing model performance. 

 

In this paper, a real-time drowsiness detection system using a 

Convolutional Neural Network with a multi-scale architecture is proposed. 

The system captures live video using a standard webcam and performs 

facial detection and landmark extraction to analyze eye and mouth 

movements. EAR and MAR values are continuously monitored and 

processed by the CNN model to determine the driver’s alertness level. 

When drowsiness is detected, the system immediately triggers visual and 

auditory alerts to warn the driver and prevent potential accidents. The 

proposed system operates efficiently on low-cost hardware, making it 

suitable for practical deployment in intelligent transportation systems and 

driver assistance applications. 
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II. Literature Survey 

 

 

Driver drowsiness detection has been an active area of research for 

several decades due to its importance in improving road safety. 

Existing approaches for detecting driver fatigue can be broadly 

categorized into physiological-based, vehicle-based, and vision- 

based methods. Each category offers unique advantages but also 

presents certain limitations when applied in real-world driving 

environments. 

 

Physiological-based approaches monitor biological signals such as 

electroencephalogram (EEG), electrooculogram (EOG), 

electrocardiogram (ECG), and heart rate variability to assess a 

driver’s level of alertness. These methods provide high accuracy 

since physiological signals directly reflect fatigue levels. However, 

they require the use of wearable sensors or electrodes, which can 

cause discomfort and distraction to the driver. Additionally, such 

systems are expensive and impractical for continuous real-time 

monitoring in everyday driving conditions. 

 

Vehicle-based methods analyze driving behavior and vehicle 

dynamics, including steering wheel movements, lane departure 

patterns, acceleration, and braking behavior. While these approaches 

do not require direct interaction with the driver, their performance is 

heavily influenced by external factors such as road conditions, 

vehicle type, weather, and individual driving styles. As a result, these 

methods often suffer from reduced reliability and limited 

generalizability across different driving environments. 

 

Vision-based approaches have emerged as a promising alternative 

due to their non-intrusive nature and direct analysis of driver 

behavior. These systems rely on camera-based monitoring to observe 

facial cues such as eye blinking, eye closure duration, head pose, and 

yawning frequency. Early vision-based systems utilized traditional 

image processing techniques, including Haar cascade classifiers and 

threshold-based methods, to detect facial features. However, these 

techniques struggled under variations in lighting conditions, facial 

orientation, and occlusions. 

 

With advancements in deep learning, Convolutional Neural 

Networks (CNNs) have been widely adopted for facial analysis tasks 

due to their ability to automatically learn hierarchical features from 

images. Several studies demonstrated that CNN-based models 

significantly outperform traditional methods in detecting eye states 

and facial expressions related to drowsiness. Pre-trained models and 

transfer learning techniques further improved detection accuracy 

while reducing training time. 

 

Recent research has focused on combining facial landmark-based 

features with deep learning models to enhance robustness. Metrics 

such as Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR) 

have been used to quantify eye closure and yawning behavior 

effectively. Multi-scale CNN architectures have also been proposed 

to capture both local and global facial features, improving 

performance under diverse environmental conditions. However, 

some existing systems require high computational resources or lack 

real-time capability. 

 

The proposed system builds upon these prior works by integrating 

facial landmark-based feature extraction with a multi-scale CNN 

model to achieve accurate and real-time drowsiness detection using low-

cost hardware. This approach addresses key limitations of existing methods 

and offers a practical solution for real-world driver monitoring 

applications. 

 

 

 

III. Proposed System 

 

The proposed system aims to detect driver drowsiness in real time by 

analyzing facial features using a vision-based approach combined with 

deep learning techniques. The system is designed to be non- intrusive, 

cost-effective, and suitable for real-world deployment in intelligent 

transportation and driver monitoring systems. By continuously monitoring 

facial cues such as eye closure and yawning, the system identifies early 

signs of fatigue and provides timely alerts to prevent accidents. 

 

The overall architecture of the proposed system is illustrated in Fig. 1, 

which presents the major functional components and their interactions. The 

system primarily consists of a video acquisition module, face detection 

module, facial landmark extraction module, feature computation module, 

CNN-based classification module, and alert generation module. Each 

component works sequentially to ensure smooth and continuous 

monitoring of the driver’s alertness state. 

 

 

Fig 1: Flowchart Of Methodology 
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The system begins with real-time video acquisition using a standard 

USB webcam positioned to capture the driver’s face. The webcam 

continuously records video frames at a fixed frame rate. Each frame 

is extracted from the video stream and passed to the preprocessing 

stage. Preprocessing includes resizing the frame to a suitable 

resolution and converting it into grayscale to reduce computational 

complexity and improve processing speed without losing essential 

facial details. 

 

After preprocessing, face detection is performed on each frame to 

locate the driver’s face. This step ensures that further processing is 

applied only when a face is present in the frame. If no face is 

detected, the system ignores the frame and continues capturing 

subsequent frames. Once a face is detected, the region of interest 

corresponding to the face is extracted for further analysis. 

 

Facial landmark detection is then applied to the detected face region. 

This step identifies key facial points around important regions such 

as the eyes and mouth. These landmark points provide a precise 

geometric representation of facial movements and expressions. The 

facial landmark detection process highlighting the points used for eye 

and mouth analysis. Accurate landmark detection is crucial, as the 

reliability of drowsiness detection depends heavily on the precision 

of these points. 

 

Using the extracted landmarks, fatigue-related features are 

computed. The Eye Aspect Ratio (EAR) is calculated to measure the 

openness of the eyes. The EAR provides a robust measure of eye 

closure by comparing vertical and horizontal distances between eye 

landmarks. A sustained decrease in EAR over multiple consecutive 

frames indicates prolonged eye closure, which is a strong indicator 

of drowsiness. To improve reliability, the EAR is computed 

separately for both eyes, and the average value is used for decision-

making. 

 

The Eye Aspect Ratio (EAR) is used to measure eye openness and is 

calculated using six eye landmark points, as commonly defined in 

facial landmark models. 

 

Let P1, P2, P3, P4, P5, and P6 represent the eye landmark 

coordinates. The EAR is defined as: 

 
||𝑃2 − 𝑃6 || + ||𝑃3 − 𝑃5|| 

A significant increase in MAR over time indicates yawning, which is 

commonly associated with fatigue and reduced alertness. Continuous 

monitoring of MAR values enables the system to detect repeated or 

prolonged yawning events. 

 

The Mouth Aspect Ratio (MAR) is used to detect yawning behavior based 

on mouth landmark points. Let P1, P2, ……P8 denote selected landmark 

points around the mouth region. 

 

The MAR is calculated as: 

 
||𝑃3 − 𝑃7|| + ||𝑃4 − 𝑃6|| + ||𝑃5 − 𝑃8|| 
𝑀𝐴𝑅 = 
3 𝑋 ||𝑃1 − 𝑃2|| 

 
An increase in MAR value over consecutive frames indicates significant 

mouth opening, which is associated with yawning and driver fatigue. 

 

The computed EAR and MAR values serve as key inputs to the 

classification stage. These features, along with facial information extracted 

from the video frames, are processed using a Convolutional Neural 

Network (CNN). The CNN model is designed to automatically learn 

spatial features from facial images and distinguish between alert and 

drowsy states. A multi-scale CNN architecture is employed to capture both 

fine-grained and global facial features, improving robustness under varying 

lighting conditions, facial orientations, and individual differences. 

 

The CNN classifier analyzes the input features and assigns the driver’s 

state as either alert or drowsy. The classification decision is based on 

learned patterns obtained during the training phase using labeled datasets 

containing drowsy and non-drowsy facial images. The integration of 

handcrafted features such as EAR and MAR with deep learning-based 

feature extraction enhances detection accuracy and reduces false positives. 

 

The operational flow of the proposed system is illustrated in Fig. 2, which 

depicts the step-by-step execution from video capture to alert generation. 

The system continuously processes incoming frames in real time, ensuring 

minimal latency between drowsiness detection and alert activation. This 

real-time capability is essential for safety- critical applications such as 

driver monitoring. 

𝐸𝐴𝑅 = 
2 𝑋 ||𝑃1 − 𝑃4 || 

 
where || . || denotes the Euclidean distance between two points. The EAR is computed separately for the left and right eyes, and the final EAR 

value is obtained by averaging both values: 

 

 

𝐸𝐴𝑅𝐴𝑉𝐺 = 
𝐸𝐴𝑅𝑙𝑒𝑓𝑡 + 𝐸𝐴𝑅𝑟𝑖𝑔ℎ𝑡 2 

 
A continuous drop in the EAR value below a predefined threshold indicates prolonged eye closure and potential drowsiness. 

 

In addition to eye closure detection, yawning behavior is analyzed 

using the Mouth Aspect Ratio (MAR). The MAR is calculated using 

selected mouth landmarks to measure the extent of mouth opening. 

 

 

 

Fig 2 : Flowchart Of Proposed System 
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When the system detects drowsiness beyond predefined thresholds, it 

immediately triggers alert mechanisms. These alerts include visual 

warnings displayed on the screen and audible alarms to regain the 

driver’s attention. The alert generation output, including warning 

messages and notifications alerts are sent. These alerts are designed 

to be simple yet effective, ensuring that the driver is promptly 

warned of fatigue. 

 

Overall, the proposed system provides an effective, non-intrusive, 

and scalable solution for real-time driver drowsiness detection. By 

combining facial landmark-based feature extraction with CNN- 

based classification, the system achieves reliable performance using 

low-cost hardware. The modular design allows easy integration with 

Advanced Driver Assistance Systems (ADAS) and provides scope 

for future enhancements such as temporal modeling, embedded 

deployment, and night-time detection. 

 

IV. Hardware and Software Requirements 

 

 

The proposed drowsiness detection system is designed to operate 

using standard and easily available hardware components, ensuring 

cost effectiveness and ease of deployment. A laptop or personal 

computer is required as the primary development and execution 

platform for coding, training, and testing the Convolutional Neural 

Network model. The system requires a minimum Intel Core i5 

processor, while an Intel Core i7 processor is recommended to 

achieve better real-time performance during continuous video 

processing and model inference. A minimum of 8 GB RAM is 

necessary to ensure smooth execution of Python programs, OpenCV-

based video processing, and deep learning frameworks without 

performance lag. 

 

For storage, a minimum of 512 GB SSD is recommended to allow 

faster boot times, quicker access to datasets, trained models, 

libraries, and development tools. A standard USB webcam is used 

for capturing live facial video of the driver in real time. This camera-

based setup eliminates the need for intrusive or expensive sensors, 

making the system practical for real-world applications. 

Additionally, a stable internet connection is required for 

downloading software libraries, accessing documentation, updating 

packages, and using version control platforms such as GitHub.The 

software components used in the proposed system are listed below: 

 

• Python: Used as the primary programming language for 

implementing computer vision, feature extraction, and CNN- based 

classification. 

• Machine Learning Libraries: TensorFlow and Keras are 

used for designing, training, and deploying the Convolutional Neural 

Network model. 

• OpenCV and dlib: OpenCV handles real-time video capture 

and image preprocessing, while dlib is used for accurate facial 

landmark detection. 

• Real-Time Processing Support: Threading is optionally 

used to improve processing speed and responsiveness. 

• Alert Libraries: Playsound or Pygame is used to generate 

audio alerts when drowsiness is detected. 

• Anaconda PowerShell Prompt: Used for environment 

setup, package management, and dependency control. 

V. Results and discussion 

 

The proposed Facial Feature–Based Drowsiness Detection System was 

tested extensively under real-time conditions to evaluate its effectiveness 

in identifying driver fatigue. The evaluation was carried out using a 

standard USB webcam and mid-range computing hardware. The system 

was tested with multiple subjects to analyze its performance across 

different facial structures, eye shapes, and expressions. The primary focus 

of the evaluation was on eye closure detection, yawning detection, alert 

generation, and real-time responsiveness. 

 

During the testing phase, the system continuously captured live video 

frames and successfully detected the driver’s face in most scenarios. Facial 

landmarks corresponding to the eyes and mouth were accurately extracted 

in real time, allowing reliable computation of the Eye Aspect Ratio (EAR) 

and Mouth Aspect Ratio (MAR). These features were then passed to the 

CNN classifier to determine the driver’s alertness state. 

 

Normal Alert Condition 

 

Under normal driving conditions, when the driver was fully alert, the 

system maintained stable EAR and MAR values. The eyes remained open, 

and no excessive mouth opening was observed. The CNN classifier 

correctly classified these frames as non-drowsy. Fig 3 shows the system 

output during an alert condition, where the live video feed displays normal 

facial behavior without any warning or alarm messages. This result 

confirms that the system does not generate false alerts during normal 

operation. 

 

Fig 3 : Detection of Eye Open 

 

Drowsiness Detection Performance 

 

When the driver began showing signs of fatigue such as prolonged eye 

closure or repeated yawning, noticeable changes were observed in the 

computed EAR and MAR values. The EAR dropped below the predefined 

threshold for consecutive frames, indicating eye closure, while the MAR 

increased significantly during yawning events. The CNN classifier 

effectively detected these patterns and classified the driver’s state as 

drowsy. Fig 4 illustrates the system output during drowsiness detection, 

where a warning message is displayed on the screen indicating reduced 

alertness. 

 

This result demonstrates the capability of the system to accurately identify 

early symptoms of fatigue before the driver completely loses alertness. The 

integration of facial landmark-based features with CNN-based 

classification significantly improves detection reliability and reduces 

misclassification. 
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Fig 4 : Detection of Eye Closure 

 

Alert and Warning Mechanism 

 

Once drowsiness was detected continuously over a predefined 

number of frames, the system triggered an alert mechanism to warn 

the driver. This included both visual warnings and an audible alarm 

to regain the driver’s attention. Fig 5 shows the alert generated by the 

system, highlighting the warning message and alarm activation. The 

alerts were generated with minimal delay, demonstrating the real-

time capability of the system. 

 

The alert mechanism plays a crucial role in preventing fatigue- 

related accidents by providing immediate feedback to the driver. The 

results confirm that the system responds promptly to drowsiness 

detection and effectively alerts the driver without significant latency. 

 

Fig 5 : Alert Message through E-mail 

 

Overall Performance Analysis 

 

Overall, the system demonstrated reliable performance in real-time 

drowsiness detection using low-cost hardware. The combination of 

EAR, MAR, and CNN-based classification allowed accurate 

detection of both eye closure and yawning behaviors. The system 

performed well under normal lighting conditions and moderate head 

movements. However, minor performance degradation was observed 

under poor lighting or partial facial occlusion, indicating potential 

areas for future improvement. 

 

VI. Conclusion 

 

 

This project presents a real-time, non-intrusive drowsiness detection 

system based on facial feature analysis and Convolutional Neural 

Networks. By monitoring eye closure and yawning behavior through 

Eye Aspect Ratio (EAR) and Mouth Aspect Ratio (MAR), the 

system effectively identifies early signs of driver fatigue. 

The integration of facial landmark–based feature extraction with CNN-

based classification enables accurate differentiation between alert and 

drowsy states. Experimental results demonstrate that the system operates 

reliably using a standard webcam and mid-range hardware, providing 

timely visual and audio alerts to warn the driver. The cost-effective design 

and real-time performance make the proposed approach suitable for 

practical deployment in intelligent transportation and driver monitoring 

applications. 

 

While the current system demonstrates promising performance, several 

enhancements can be explored in future work to further improve 

robustness and applicability. Performance under low-light and night-time 

conditions can be enhanced by incorporating infrared-based imaging 

techniques. Temporal modeling approaches such as LSTM networks may 

be integrated to better capture fatigue patterns over time. Additionally, 

deployment on embedded platforms and integration with Advanced 

Driver Assistance Systems (ADAS) can enable real-world in-vehicle 

implementation. Future extensions may also include multi-modal fatigue 

detection by combining facial cues with head pose or vehicle behavior, 

making the system more scalable and effective in real-world environments. 
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