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Abstract: 

Plant diseases impact the availability and safety of plants for human and animal consumption, as well as the 

safety of food, limiting food availability and access and crop output and quality. Especially plants that 

contribute to the national economy as well as the food needs of its own people. Manual diagnosis of disease 

in early stages requires so much of expertise, technology assisted automatic disease classification approaches 

are becoming new norm now a days. In this study, an effort is made to detect potato leaf disease as India is 

second largest country producing potato. In this research a novel deep learning model for potato leaf disease 

classification has developed using CNN models and tested on PlantVillage dataset. The proposed model is 

trained to accurately classify potato leaf disease in 3 classes & the method achieved 99.61% accuracy. The 

outcome of the experiment demonstrates that, the proposed model outperforms pre-trained model i.e. 

VGG16 and InceptionV3. The proposed method also tested with respect to its consistency and reliability. 
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1. Introduction 

Across the globe, potato is the fourth largest agriculture food crop after rice, wheat and maize. India 

produces 48.5 million tons of potatoes annually and rank 2nd largest country in the production of potato. 

According to the Agricultural and Processed Food Products Export Development Authority (APEDA), Uttar 

Pradesh is the nation's top producer of potatoes, contributing more than 30.33% of the nation's total output. 

Annual yield of crop heavily depends on various issues like climatic conditions, diseases, soil health etc. 

Among these, Plant diseases has adverse role in crop yield if not diagnosed and treated in time.   It  damage 

the leaves, stems, roots and fruits and  have an impact on crop quality and quantity, which results in global 

food insecurity and famine [1]. Around 16% of worldwide crop yields are projected to be lost each year as a 

result of crop disease, which is the main factor behind food scarcity and rising food production costs [2].The 

Food and Agriculture Organization (FAO) predicts that by 2050, there will be about 9.1 billion people on the 

planet. Approximately 70% of food production increase is necessary for a consistent supply of food [3]. 

Diseases and disorders are the several types of causes that have an impact on plants and the things 

they produce. Diseases brought on by algae, fungi, or bacteria are considered biotic factors, whereas rainfall, 

moisture, temperature, and nutrient deprivation are considered biotic factors that cause diseases [4]. The 

appropriate diagnosis of Potato leaf diseases and timely remedial action can save the potato from wastage. 

Moreover it can ensure the good quality of the potato yield that eventually gives maximum profit to farmers. 

There are multiple techniques to identify plant diseases but one of the straight forward approaches is 

a visual estimation. The traditional techniques for identifying plant diseases rely on farmers experience and 

expertise, which can be unpredictable and unstable. Researchers have developed a spectrometer to 

distinguish between healthy and diseased plant leaves in place of more traditional methods for identifying 

plant diseases [5].Such methods are expensive &time consuming as they demand a highly professional 

operation, experiment conditions, and extensive use of crop protection agents. The development of 

automated plant leaf disease detection methods is now made possible thanks to recent advancements in 

artificial intelligence (AI), machine learning (ML), Deep Learning (DL) and computer vision (CV) 

technology. These methods can quickly and precisely identify plant leaf diseases without the need for human 

intervention. It has been noted that agriculture has used DL the most frequently. 
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Fig. 2 Inception V3 architecture 

Especially, Deep learning techniques can solve the problems of image classification with acceptable 

accuracy. These techniques are contrary to the traditional feature based supervised learning approaches like 

support vector machine, random forests etc. and are said to be end to end approaches as they do not need 

handcrafted feature as input.  There exist many pre-trained deep learning architectures that have been 

designed, trained and tested on massive datasets for various image classification problems. These 

architectures consist of various layers through which representation of image content and its analysis is 

carried out. The Figure 1 of VGG16 architecture gives a glimpse of layers and their interconnection. The 

Figure 2 represents Inception V3 architecture,   which is one of the popular Deep Learning architectures. 

 

 

 

 

Fig. 1VGG16 Architecture 
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2. Related Work: 

In the past few years, researchers were working on technological solutions for addressing various 

agricultural problems ranging from satellite image based disease analysis to smart irrigation. Digitization 

paved way for AI technology evolution, which intern offering solutions in every spectrum of life. Mohanty 

et al., [9] in their research, used two different CNN architectures i.e. AlexNet and GoogleNet for the 

identification of 26 different plant diseases. Baker and capel[11] the authors designed modelsfor group of 

crops such as (Cotton, Soybeans, Rice, Corn and Vegetables and Ground Fruits)using the USA and 

Switzerland-produced PlantVillage [10] region dataset. Due to the different leaf forms, variations, and 

climatic conditions, potato diseases vary by region. In [6] authors purposed a novel plant leaf disease 

identification model based on deep CNN to differentiate between healthy and unhealthy plants with 39 

different classes of plant leaves and background images. Kamal et al., [7] developed models named 

Modified MobileNet and Reduced MobileNet for the identification of plant leaf diseases using convolution 

layers by modifying the MobileNet[12].Many Researchers have worked on potato crop diseases and built 

models using a particular dataset of PlantVillage. Sanjeev et al., [13] proposed a Feed-Forward Neural 

Network (FFNN) approach in the identification of two diseases early blight, late blight along with healthy 

leaves. The proposed model was trained and tested on an open access PlantVillage dataset. Tiwari et al., [14] 

used a transfer learning approach to extract the featuresand multiple classifiers of neural network for 

classification. The model also trained on the PlantVillage dataset to detect the early blight and late blight 

disease of potato plant. Barman et al., [15] developed self-build CNN (SBCNN) model to classify three 

different classes’ early blight, late blight and healthy potato leaf diseases. To train model the PlantVillage 

dataset was used, however they did not validate their model on unseen data. Lee et al., [16] classified potato 

leaf disease from PlantVillage dataset using CNN. Rozaqi and Sunyoto[17] proposed CNN model and 

trained on a PlantVillage dataset to identify the diseases of potato and healthy class. Rashid et al., [18] used 

a YOLOv5 image segmentation technique to extract, the potato leaves from the potato plant image. They 

developed novel deep learning technique using CNN to detect the diseases from potato leaf images. The 

potato leaf dataset collected from the Central Punjab Region of Pakistan.  Islam et al., [19] developed a 

segment and multi SVM-based model to detect potato diseases. Khalifa [20] et al., proposed a CNN model to 

detect early blight and late blight along with a healthy class of leaves over the PlantVillage dataset. 

Transfer learning is the process of utilizing the weights of a model that has already been trained but may 

not have used the same dataset. Many pre-trained deep learning architectures, including VGG16, VGG19, 
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RESNET 50, MobileNet V2, InceptionV3 and others, are available for a popular image classification 

problem. Deep learning models classification accuracy is affected by the size of dataset, the variety of the 

data. The degree of class imbalance [21] analyzes the impact of the dataset size and it’s variety on a model 

performance. Saleem et al., [22] presents a broad explanation of DL models uses to depict various plant 

diseases. Yang X and Sun M.[23] presented survey on deep learning approaches for different crop plantings. 

 

3. Proposed Model for Potato Disease Classification  

Dataset: 

Performance of the deep learning models heavily depends upon an appropriate and valid dataset. The 

proposed model’s performance is accessed using potato leaf images of a publicly available dataset called 

PlantVillage [10]. It was developed by Penn State University (US) and EPFL (Switzerland), which is a non-

profit project. The dataset consist of JPG color images with 256 x 256 dimensions. It has total 38 classes of 

diseased and healthy leaves of 14 plants. Focus of this research is on the potato crop only. Potato leaves of 3 

different classes (healthy, early blight, late blight) were considered for classification problem as shown 

figure 3.The sample size description of the dataset has been given in Table 1. 

 

Table 1 

Summary of the sample size of the dataset. 

 

Sr. No. Sources Class Label Samples 

1.  PlantVillage Early Blight 

Late Blight 

Healthy 

1000 

1000 

152 

 
   Total Samples 

 
2152 
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 (a) (b) (c) 

Fig. 3 Samples collected from PlantVillage dataset (a) Healthy, (b) Early Blight and (c) Late Blight 

Architecture:   

There are various deep learning architectures that can classify images as well as make sense of them; Fang 

and Ramasamy [24] provide a comprehensive analysis of plant disease detection approaches with deep 

learning. In this paper noveldeep learning architecture had been proposed assimilating two of the popular 

architectures, namely VGG16 and Inception V3. These architectures were considered as they have been 

primarily used for image recognition. However, with the help of transfer learning and parameter 

optimization, they are adequate at other tasks, such as video classification, semantic segmentation, 

recognition of interest extraction, image indexing and retrieval, etc.The model is also compared with VGG16 

and Inception V3 over similar dataset for analysis. The process involves various stages right from data 

partitioning to image classification as shown in figure 4. 

http://www.ijsrem.com/
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 Fig. 4 Flow Diagram of Potato Leaf Disease Classification 

In the backward pass, the weights (or parameters) in the model are adjusted to back-propagate the error that 

is computed using the predicted value and the expected value. The training process is repeated over a finite 

number of iterations, called epochs. Once training stops, the model’s, accuracy is noted and it is exported to 

the disk.  

The figure 5 representing proposed architecture with combination of different layers and their respective 

sequence. Convolutional neural networks can solve image classification challenges effectively when 

convolution, pooling, and regularization operations are conducted all over the signal processing pipeline. 

This proposed model has been trained and tested on 2152 images of potato leaves taken from open access 

PlantVillage dataset for identification of two diseases early blight and late blight along with the healthy 

leaves. The Image Data Generator method of the Keras library in Python was used to apply several data 

augmentation strategies to the training set in order to reduce overfitting and increase the dataset's variety. 

http://www.ijsrem.com/
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Fig. 5 The Proposed Deep Learning Model 

For training, it inputs 256 x 256 pixel RGB image. The model has convolution layers having a kernel size of 

3 x 3. Max-pooling is applied to reduce the size of the training vector space. The proposed model contains 6 

convolution layers, 6 max-pooling and 3 fully connected layers as depicted in fig.5. The activation functions 

used in the convolutional and dense layers are ReLU (Rectified Linear Unit) and default learning rate i.e. 

0.001. There are two fully connected layers, which are then followed by a SoftMax classifier and Dropout 

(0.2). The Convolution stride used is of one pixel. The proposed architecture learns around 183,747 

parameters. The layers with trainable weights are convolution layers and then fully connected layers. These 

convolution layers and pooling layers used to extract the features and they will be followed by the dense 

layers for learning and prediction later. Softmax function is used to make final decision. The output 

produced by the previous layer is the input to the next layer in the sequence. Therefore nodes in each 

consecutive layer can recognize more complex and detailed features. 

Algorithm: 

PlantVillage dataset has 38 classes of diseased and healthy leaves of 14 plants. Focus of this research is on 

the potato crop only. Therefore, 1000 leaves for early blight, 1000 leaves for late blight, and 152 images of 

healthy leaves were selected for experimental purposes, as shown in Table 1. 

Dataset = {Potato_Early_bligtht, Potato_Late_blight, Potato_Healthy} 

Step 1: Load and Data Preprocessing 

• Load dataset and resize them into 256 x 256 dimensions 

• Split the dataset into train and test 

• After standardization convert them into numerical vectors 

• Apply data augmentation to the training set using ImageDataGenerator 

http://www.ijsrem.com/
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Step 2: Generate Model 

• Load all the layers in the model and other hyper-parameters 

• Apply ReLU to avoid linearity and pooling for dimensionality reduction 

• Use Dropout to reduce overfitting 

Step 3: Model Compilation and Training 

• Compile the model with Adam as the optimizer and sparse categorical cross-entropy as the loss 

function for training 

• Model modifies weights via SGD after learning from data 

• Each epoch records loss and accuracy 

Step 4: Label Prediction 

• Load the trained model 

• Preprocess an image after loading it 

• Predict the image’s label 

 

4. Experimental Results and Discussion 

Experimental setup and tools 

Proposed model has been implemented in Google colab using Keras and Tensorflow as a backend. 

Experiments were carried out on a machine having an AMD E2-6110 APU with AMD Radeon R2 Graphics, 

16 GB RAM of NVIDIA and Windows 8 operating system. The models were trained up to 25 epochs and 

for the optimization, Adam optimizer is used. The entire raining was completed around 6 hours. 

The prediction results for potato Early Blight, Late Blight and Healthy have been presented in Fig. 6, for 

each class of prediction, 4 images have been sampled out. It is evident from the given results that the 

proposed PoLeD CNN model accurately finds the correct labels on these images with the polling strategy. 

http://www.ijsrem.com/
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Fig. 6 Prediction result for Potato leaves of Early Blight, Potato Late Blight and Healthy classes. 

Table 2 shows the various performance measures for the proposed PoLeD CNN model. It includes precision, 

recall and F1-score. F1-Score combines the precision and recall score of model. It transmits the balance 

between precision and recall. 

F1-Score = 2 *
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
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Table 2 

 

 

 

 

 

 

 

 

 

 

 

 

Classification accuracies, precision, recall and F1-Score of the proposed PoLeD CNN model 

Comparative Analysis: 

With the similar setup, having same training dataset, the performance of VGG16 and Inception V3 

architectures have been studies and compared with proposed model. The results of the same are presented in 

Table 3. 

Table 3 

Architectural comparison of three different models. 

 

 

 

 

 

 

Comparison with other state-of-art methods 

The proposed model performance was compared with existing techniques from the literature over potato leaf 

disease detection. It is observed that the proposed deep learning model performed significantly well as 

compared to state-of-the-art techniques and it achieved an accuracy 99.83% compared to existing studies as 

 Performance 

Measures 

Early Blight Late Blight Healthy Average 

With Data 

Augmentation 

Accuracy 99.49% 100% 100% 99.61% 

Precision 99% 100% 100% - 

Recall 100% 100% 99% - 

F1-Score 100% 99% 100% - 

Without Data 

Augmentation 

Accuracy 92.87% 85.47% 93.25% 91.23% 

Precision 88% 94% 90% - 

Recall 94% 85% 89% - 

F1-Score 95% 92% 94% - 

Sr. 

No. 

Model Accuracy Rate Total Params Training 

Params 

Non- Trainable 

Params 

1. VGG16 79.52 14,789,955 75,267 14,714,688 

2. Inception V3 64.25 21,858,083 55,299 21,802,784 

3. Proposed CNN 99.61 183,747 183,747 0 

http://www.ijsrem.com/
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shown in Table 8. The proposed CNN model dominated the existing techniques, thus achieving 99.83% 

accuracy with fewer parameters, i.e., 183,747, leading to a lower computational cost and the highest 

accuracy compared to existing models. 

 

Table 4 

Comparison with state-of-the-art techniques 

 

 

 

 

 

 

 

5. Conclusion 

The research paper presents a fast and straightforward novel deep convolutional architecture for potato leaf 

disease classification over the dataset taken from PlantVillage dataset. The proposed method is used to 

classify 3 potato disease classes (Early Blight, Late Blight and Healthy).  The advantage of the proposed 

model is that it can optimally learn from the huge training data with moderate usage of resources and with 

data augmentation technique, thus accuracy of disease recognition is 99.61% with high precision, recall, F1-

score. It has a minimal number of parameters and was simpler than the state-of-the-art models, saving a 

substantial computational cost and speed. Therefore the proposed model can be used as a good tool for 

potato leaf disease classification. 

 

 

 

 

 

 

Existing Study Total Parameters Accuracy 

Sanjeevet al.,[13] - 96.50% 

Tiwariet al.,[14] 143,667,240 97.80% 

Khalifaet al.,[20] - 98.00% 

Lee et al.,[16] 10,089,219 99.00% 

Rashidet al.,[18] 8,578,611 99.75% 

PoLeD CNN 183,747 99.61% 
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