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Abstract - Mental health disorders such as depression and
anxiety are growing concerns worldwide. With the surge in the
usage of social media platforms like Reddit, many individuals
tend to express their feelings and thoughts online. This paper
presents a machine learning-based system that leverages
Reddit posts to identify early signs of mental health
conditions. The proposed solution uses natural language
processing (NLP) techniques, including text cleaning,
tokenization, and classification through traditional ML
algorithms. The model is deployed with an interactive
Streamlit-based web app. The dataset used in this research
was sourced from Kaggle, specifically the "Reddit Mental
Health Data" repository. The implementation and results
showcase promising accuracy in predicting depression and
anxiety levels.
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1.INTRODUCTION

Mental health awareness is becoming increasingly
important in the digital age. Many individuals use
platforms like Reddit to anonymously share personal
struggles. Analyzing these posts provides a non-invasive
means to detect signs of mental disorders. Traditional
diagnosis methods can be time-consuming and
subjective, whereas automated systems provide scalable
solutions. This research aims to build an automated
classifier for detecting mental health signals from Reddit
posts using natural language processing and machine
learning.

2. Literature Survey

Prior studies have explored the use of social media data
in identifying psychological disorders. Methods using
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Support Vector Machines (SVM), Random Forests, and
Neural Networks have shown decent performance in
binary classification. NLP advancements have
significantly improved sentiment and emotion analysis.
Reddit is a particularly rich source due to its anonymity,
lengthier posts, and specific subreddits related to mental
health.

3. Dataset Description

The dataset employed for this study is the
publicly available Reddit Mental Health
Dataset, sourced from Kaggle Reddit Mental
Health Data.. It consists of anonymized Reddit
posts collected from various mental health-related
subreddits, including:

e r/depression

e r/anxiety

o r/mentalhealth

e r/AskReddit (utilized to represent
neutral or non-mental

health-related posts)

Each post is accompanied by a label indicating
the mental health condition associated with the
content. These labels include:

e (: Neutral
e 1: Anxiety
e 2: Depression
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The dataset is relatively balanced across the three e Tokenizing text using NLTK's word tokenize
categories and has undergone basic preprocessing e Removing stopwords
such as removal of duplicate entries, noise e [emmatization using WordNetLemmatizer
reduction, and normalization. This ensures
reliable model performance during training and (Fig. 2 here — Screenshot of preprocess.py)

evaluation phases.
4. System Architecture

The system architecture comprises the following

modules:
1. Data Collection (CSV format from Kaggle)
2. Text Preprocessing
3. Model Training
4. Streamlit Web Application
5. User Prediction Interface

(Fig. 1 here — System architecture diagram) 5.2 Model Training:

e The cleaned data is vectorized using TF-IDF
EXPLORER
e A classifier (Logistic Regression or Random

~ MENTAL_HEALTH_DETECTION . .
Forest) is trained

~ app
app-py e Accuracy and F1-score are evaluated
~ data ) .
R T re—— (Fig. 3 here — Screenshot of train_model.py output)
~ models
£ mental_health_model.pkl
- [
» _pycache__
_imit__py
data_loader.py
evaluate_model.py

preprocess

train_model.py

> venv
README.md

£ requirements.txt

3. Methodology

5.1 Preprocessing: The preprocessing involves:

e Removing special characters and numbers

e Converting text to lowercase
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5.3 Web Interface: A simple interface built with
Streamlit collects text input, processes it, and shows
prediction results with emoji-based feedback.

(Fig. 4 here — Screenshot of app.py Streamlit interface)

& Mental Health Post Detector

tTwitter posts for signs of ansiety or depression,

| con't sheep anymore. My thoughts won't stop racieg and eaerything feels overwheimng

*. Prediction: Aniety ®

M This may contain signs of mental heolth ssues. Please consider reaching out for support.

6. Experimental Results

The model was trained and tested on a split dataset
(80/20). Results include:

Accuracy: 89.2%
Precision: 88%
Recall: 87%

F1 Score: 87.5%

Confusion Matrix and classification reports confirm the
model's robustness.

tection> pythan

7. Discussion

The model efficiently detects emotional and
psychological states from text. While it performs well on
clean Reddit data, real-world application may require
more robust models like BERT or RoBERTa for noisy
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data. Language and cultural differences also affect
interpretation.

8. Conclusion

This paper presents a lightweight yet effective system
for mental health detection using Reddit posts. It can
serve as a foundation for larger healthcare systems or
chatbot integrations. The interactive web interface
makes it wuser-friendly and suitable for public
deployment.

9. Future Scope

While this system currently supports only English and
three classes, future work can include:

e Incorporating deep learning models (BERT,
LSTM)

e Support for multilingual detection (Hindi, Urdu)

e Integration with real-time Reddit/Twitter
scraping

e Clinical validation
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