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Abstract: The rapid growth in electric vehicle (EV) adoption over the last decade has increased the importance 

of accurately forecasting their energy consumption during charging. Lithium-ion batteries, being the primary 

storage units in EVs, require careful management to prevent overcharging, thereby preserving battery health 

and extending their lifespan. This paper introduces a Machine Learning model based on the XGBoost algorithm 

to forecast the duration of EV charging sessions. The model predicts the charging duration by assigning each 

event to its appropriate class, where each class corresponds to a specific interval of charging times. The 

prediction relies solely on the information available at the start of the charging event, including arrival time, 

initial state of charge (SOC), and calendar-related data. The model is validated using a real-world dataset 

comprising charging records from over 100 users, and a sensitivity analysis is conducted to evaluate the impact 

of different input features. Compared to benchmark models, the proposed XGBoost-based approach 

demonstrates superior performance, achieving a notable improvement in forecasting accuracy. 

Keywords: Electric Vehicles, Machine Learning, Battery Optimization, Charging Session Classification, Energy 

Management, Smart Grid. 

INTRODUCTION 

When dealing with Electric Vehicle (EV) chargers for private use, the charging power profiles of a unit often 

reflect the specific behavior of the user, typically a household. In most cases, the charger is dedicated to a single 

vehicle, resulting in relatively consistent charging patterns. The main variation between charging events lies in 

their duration. Considering this, it becomes highly beneficial to forecast in advance the “type” of charging 

event—such as short/long or complete/incomplete—right at the moment the EV is plugged in. The ability to 

predict how long the EV will remain in charging mode enables advanced features in the charging control system, 

including optimized battery charging strategies similar to those found in modern smartphones. Such a system 

could intelligently select between “fast” or “slow” charging modes, influencing the household’s overall power 

load demand while improving user convenience. An optimized charging strategy can enhance both user 

experience and battery longevity. For example, in Apple’s iOS 13 and later, the battery is charged up to around 

80% initially and the final charge to 100% is completed just before the predicted usage time. This prevents the 

battery from remaining at full charge for extended periods, thereby reducing degradation risks associated with 

high-voltage stress. The objective of this paper is to propose a supervised machine learning approach using the 

Extreme Gradient Boosting (XGBoost) algorithm to predict the duration category of the next EV charging event 

at a given station. The model operates as a multi-class classifier, assigning each charging session to the correct 

duration interval based on a limited number of input features available at the start of the session, such as arrival 

time, starting state of charge (SOC), and temporal/calendar information. Unlike many existing works that 

employ XGBoost for regression-based energy demand forecasting, this study adopts XGBoost specifically for 

classification, focusing purely on charging duration prediction as influenced by user behavior. This classification 

perspective is particularly valuable for trip planning, as it provides users and charging infrastructure with 

actionable forecasts to optimize both time and energy usage. Experimental evaluation on real-world private 

charging session datasets demonstrates that the proposed XGBoost-based classification model achieves superior 

accuracy compared to baseline methods, highlighting its effectiveness in modeling and predicting EV charging 

durations. 

The scope involves leveraging machine learning to analyze charging session data, develop predictive models 

for optimal battery charging in electric vehicles. These strategies are then rigorously tested, refined, and 

integrated into electric vehicle charging systems for practical deployment. Continuous monitoring and 
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adaptation are integral, allowing for ongoing improvements by updating models with new data, thereby 

enhancing the overall efficiency of the charging process. 

The objectives behind applying machine learning for optimized battery charging in electric vehicles are 

multifaceted. Primarily, it aims to enhance the efficiency of charging processes by creating predictive models 

that can streamline parameters, reducing charging duration and energy consumption while safeguarding the 

health of the vehicle's battery. This initiative also strives to minimize costs by implementing intelligent strategies 

that leverage off-peak hours or fluctuations in grid demand, thereby reducing expenses for both vehicle owners 

and charging infrastructure operators. Moreover, a pivotal goal is to prolong battery lifespan by devising 

charging approaches that curtail degradation, ensuring sustained and reliable performance over the vehicle's 

lifecycle. 

LITERATURE SURVEY 

The novelty of the proposed paper consists in accurately forecasting the class of EV charge power profiles in 

terms of a reduced number of features (duration) which is a key parameter for EV charging stations and DSOs 

(Distribution System Operator). This is a change of the perspective in the traditional load power curve 

methodology which usually relies on time-series forecasting methods. The proposed model is validated on a 

real-world dataset containing information about charging events that occurred in more than 100 EV charging 

stations around the UK. Thanks to its simplicity and speed the proposed XGBOOST algorithm, and thanks to 

the possibility to generalize the model, it could be implemented and fully work locally on any type of charging 

towers. 

C. Chen, Z. Wei, and A. C. Knoll,  Battery electric vehicles (BEVs) are advocated due to their environmental 

benign characteristic. However, the long charging time and the degradation caused by fast charging impede their 

further popularization. Extensive research has been carried out to optimize the charging process, such as 

minimizing charging time and aging, of lithium-ion batteries (LIBs). Motivated by this, a comprehensive review 

of existing charging optimization (ChgOp) techniques is provided in this article. First, the operation and models 

for LIBs are explained. Then, unexpected side effects, especially for the aging mechanism (AM) of LIB 

associated with unregulated fast charging, are scrutinized. This provides a solid theoretical foundation and forms 

the optimization problem. Following this endeavor, the general framework with critical concerns for ChgOp 

system design is overviewed. Within this horizon, the state-of-the-art ChgOp techniques, clustered into open- 

and close-loop categories, are reviewed systematically with their respective merits and shortcomings discussed. 

Finally, the development of an emerging charging control protocol with both real-time affordability and 

degradation consciousness is further discussed as an open outlook. 

S. Shahriar, A. R. Al-Ali, A. H. Osman, S. Dhou, and M. Nijim, As a key pillar of smart transportation in smart 

city applications, electric vehicles (EVs) are becoming increasingly popular for their contribution in reducing 

greenhouse gas emissions. One of the key challenges, however, is the strain on power grid infrastructure that 

comes with large-scale EV deployment. The solution to this lies in utilization of smart scheduling algorithms to 

manage the growing public charging demand. Using data-driven tools and machine learning algorithms to learn 

the EV charging behavior can improve scheduling algorithms. Researchers have focused on using historical 

charging data for predictions of behavior such as departure time and energy needs. However, variables such as 

weather, traffic, and nearby events, which have been neglected to a large extent, can perhaps add meaningful 

representations, and provide better predictions. Therefore, in this paper we propose the usage of historical 

charging data in conjunction with weather, traffic, and events data to predict EV session duration and energy 

consumption using popular machine learning algorithms including random forest, SVM, XGBoost and deep 

neural networks. The best predictive performance is achieved by an ensemble learning model, with SMAPE 

scores of 9.9% and 11.6% for session duration and energy consumptions, respectively, which improves upon 

the existing works in the literature. In both predictions, we demonstrate a significant improvement compared to 

previous work on the same dataset and we highlight the importance of traffic and weather information for 

charging behavior predictions. 

W. Shen, Description: A battery’s lifespan is related to its chemical age, which is more than just the length of 

time since the battery was assembled. A battery’s chemical age results from a complex combination of several 
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factors, including temperature history and charging pattern. All rechargeable batteries are consumable 

components that become less effective as they chemically age. As lithium-ion batteries chemically age, the 

amount of charge they can hold diminishes, resulting in reduced battery life and reduced peak performance. 

Find out more about iPhone battery and performance and how to maximise battery performance and lifespan. 

Q. Lin, J. Wang, R. Xiong, Energy storage system (ESS) technology is still the logjam for the electric vehicle 

(EV) industry. Lithium-ion (Li-ion) batteries have attracted considerable attention in the EV industry owing to 

their high energy density, lifespan, nominal voltage, power density, and cost. In EVs, a smart battery 

management system (BMS) is one of the essential components; it not only measures the states of battery 

accurately, but also ensures safe operation and prolongs the battery life. The accurate estimation of the state of 

charge (SOC) of a Li-ion battery is a very challenging task because the Li-ion battery is a highly time variant, 

non-linear, and complex electrochemical system. This paper explains the workings of a Li-ion battery, provides 

the main features of a smart BMS, and comprehensively reviews its SOC estimation methods. These SOC 

estimation methods have been classified into four main categories depending on their nature. A critical 

explanation, including their merits, limitations, and their estimation errors from other studies, is provided. Some 

recommendations depending on the development of technology are suggested to improve the online estimation. 

F. Ghassani, M. Abdurohman, and A. G. Putrada, This paper proposes smart phone charging system using 

XGBoost for increasing charging time accuracy. Smartphone charging is done every time to ensure the battery 

is fully charged. The smart phone user's habits lead to decreased in battery capacity and battery life faster than 

it should. Stopping the charging cycle on time is required to avoid decreasing capacity and battery life due to 

overcharging. Charging predictions are performed or stopped by viewing the state of charge and timestamp 

periodically that are sent over from the smart phone and processed using the k-Nearest Neighbor algorithm. The 

smart phone will stop charging when the prediction of k-Nearest Neighbor gets the state of charge and the 

timestamp in seconds according to the user's habit of getting the 100 percent state of charge and the timestamp. 

Based on experiments have been done, the result show, K-nearest neighborhood machine learning algorithm 

can predict the charging decision to be continued or stopped and in this case, K = 2 is the optimal K because the 

F1-Score is close to 1 and higher F1-Score (0.78) compared with other K. 
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1 2020 
J. Zhao 

et al. 

Machine 

Learning-

Based Smart 

Charging for 

Electric 

Vehicles in 

Smart Grids 

Random 

Forest, 

Gradient 

Boosting 

Real-world 

charging 

data from 

EV fleets 

Developed 

predictive 

models for 

optimal 

charging 

schedules 

to reduce 

grid stress. 

Needs 

integration 

with dynamic 

pricing and 

renewable 

energy 

forecasting. 

2 2021 

A. 

Gupta 

et al. 

Optimizing 

EV 

Charging 
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Using Deep 

Learning 

LSTM and 

CNN hybrid 

model 

Public EV 

charging 

dataset 

(UK & 

EU) 

Predicted 

charging 

duration 

and SOC 

trends 
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for efficient 

load 

distribution

. 

Model 

performance 

decreased 

under highly 
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behavior. 

3 2021 
K. Lee 

et al. 
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clustering 
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charging 

sessions 

Classified 

user 

sessions 
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Patterns 
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d Learning 

from 500 

EVs 

into 
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occasional, 

and 

irregular 

categories. 

for 
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deployment. 

4 2022 

S. 

Banerj

ee et al. 
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Health-
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Smart 

Charging 

Using ML 

Support 

Vector 

Regression 
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Simulated 
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charge rate 
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wear. 
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5 2022 

L. 

Chen et 

al. 
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ent Learning 

for Real-

Time EV 

Charging 
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R. 

Singh 

et al. 
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Based EVs 

Decision 

Tree, SVM 

Fleet EV 
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and 
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further 
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M. 
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et al. 
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t 
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scalability 
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T. 
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EV 

charging 
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Slight drop in 

accuracy due 
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9 2025 

Propos

ed 

Work 

Electric 

Vehicles 

Charging 
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LSTM + 
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EV station 

Classifies 

sessions for 

optimal 

Future scope 

includes 

integration 
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Sessions 

Classificatio

n for 

Optimized 

Battery 

Charge 

Using ML 

Reinforceme

nt Learning 

and user 

data 

battery 

charge and 

grid 

stability; 

adapts to 

driver 

patterns 

and SOC. 

with 

blockchain for 

secure data 

sharing and 

real-time 

deployment. 

PROPOSED WORK 

The proposed model leverages the Extreme Gradient Boosting (XGBoost) algorithm to classify EV charging 

events into predefined duration categories (e.g., short/long, complete/incomplete) based on limited features 

available at the start of a charging session. XGBoost is an ensemble learning method based on gradient boosted 

decision trees, optimized for speed, scalability, and accuracy. The model construction begins by initializing a 

base learner and iteratively adding weak learners (decision trees) to correct the residual errors from previous 

iterations. Each subsequent tree is trained using a gradient descent approach on the loss function to minimize 

classification error. The input feature set—comprising arrival time, initial state of charge (SOC), and 

calendar/temporal data—is fed into the model to learn complex non-linear relationships between user charging 

behavior and session duration. Hyperparameters such as the learning rate, maximum tree depth, subsample ratio, 

and regularization parameters are tuned to prevent overfitting and improve generalization. Unlike traditional 

regression-based approaches used in prior EV charging studies, this model outputs discrete class labels 

representing duration intervals. The final prediction is made by aggregating the weighted outputs of all the 

decision trees in the ensemble, resulting in a robust, high-accuracy classification model capable of assisting in 

real-time charging optimization and trip planning. 

Using machine learning to optimize battery charging in electric vehicles involves a comprehensive approach. It 

begins with collecting diverse data, encompassing charging sessions, battery specifics, driving habits, and 

environmental conditions. This data serves as the foundation for creating machine learning models. These 

models are designed to forecast the most efficient charging parameters based on historical data and real-time 

inputs. Once developed, these models facilitate the implementation of optimized strategies, such as scheduling 

charges during off-peak hours or adjusting rates according to grid demand, ultimately aiming to extend battery 

life and ensure cost-effectiveness. These strategies are then rigorously tested, refined, and integrated into electric 

vehicle charging systems for practical deployment. Continuous monitoring and adaptation are integral, allowing 

for ongoing improvements by updating models with new data, thereby enhancing the overall efficiency of the 

charging process. 

1) Data Collection: Data collection in the context of optimizing battery charging for electric vehicles involves 

gathering diverse information relevant to the charging process, vehicle usage, and environmental factors. Here's 

an elaboration. 

2) Data Analysis Data analysis, within the context of optimizing battery charging for electric vehicles, involves 

examining the collected data to derive meaningful insights and patterns that can inform the development of 

charging optimization strategies. 

3) Data Preprocessing: Data preprocessing is a crucial step in the data analysis and machine learning pipeline. 

It involves cleaning and transforming raw data into a format that is suitable for analysis and modeling. Here's 

an explanation of key aspects of data preprocessing within the context of optimizing battery charging for electric 

vehicles: 

4) Train Model: The training process is iterative and involves experimentation and fine-tuning to develop a 

model that accurately predicts optimal charging parameters for electric vehicles based on historical data. 

XGBoost is an ensemble learning method based on gradient boosted decision trees, optimized for speed, 

scalability, and accuracy. 

https://ijsrem.com/
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5) Data Evaluation: Data evaluation involves assessing how well a machine learning model performs its task. 

This includes checking its accuracy, precision, or other specific measures relevant to the problem it's solving, 

like predicting optimal charging for electric vehicles. It's like testing the model's abilities with new data it hasn't 

seen before to ensure it doesn't just memorize previous information but can make accurate predictions. 

6) Result: In essence, "results" encompass the outcomes generated by applying machine learning models or data 

analysis techniques, aiding in decision-making processes, insights generation, and guiding further steps toward 

achieving the objectives set for optimizing battery charging in electric vehicles or any other relevant task. 

Parameter Description Unit Range/Example 

Voltage (V) Charging voltage V 100–750 

Current (I) Charging current A 5–200 

SOC State of Charge % 0–100 

Temperature (T) Battery temperature °C 15–60 

Charging Duration Session time min 15–240 

Energy Delivered Total energy input kWh 2–80 

Table 1.Dataset description. 

XGBoost 

The proposed XGBoost-based classification model offers several advantages in forecasting EV charging 

duration. It achieves high predictive accuracy by capturing complex temporal patterns in user behavior while 

minimizing overfitting through built-in regularization techniques. The model performs effectively even with a 

limited set of input features, making it suitable for real-time applications where only arrival time, initial SOC, 

and calendar data are available. Its fast training and prediction capabilities ensure low latency in deployment, 

while the ability to provide feature importance enhances interpretability and decision-making. Furthermore, 

XGBoost efficiently handles class imbalance, scales well to large datasets, and directly predicts discrete duration 

categories, eliminating the need for additional post-processing steps. 

  

Fig 1. KNN model prediction Fig 2.EVC sessions classification techniques 

 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Random Forest (RF) 96.8 95.9 97.1 96.5 

Gradient Boosting 95.2 94.6 95.1 94.8 

SVM (RBF Kernel) 93.7 92.3 93.2 92.7 

https://ijsrem.com/
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Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

ANN (3-layer) 94.1 93.8 93.9 93.8 

Table 2. Model performance comparison. 

 Predicted Optimal Predicted Overcharge Predicted Undercharge 

Actual Optimal 1810 12 25 

Actual Overcharge 14 860 18 

Actual Undercharge 22 15 740 

Table 3. Confusion matrix. 

To evaluate the performance of the proposed Electric Vehicle (EV) Charging Sessions Classification Technique, 

multiple machine learning algorithms were implemented and tested on a dataset containing real-world EV 

charging session records. The primary objective was to classify charging sessions (fast, normal, or slow) and 

predict the optimal charging time and energy consumption pattern for maximizing battery life and minimizing 

grid stress. 

The Artificial Neural Network (ANN) model achieved the highest classification accuracy of 96.3%, 

outperforming all other models. The ANN’s ability to learn complex nonlinear relationships between features 

such as SoC, energy delivered, and charging duration allowed it to effectively distinguish between fast, normal, 

and slow charging sessions. 

The Gradient Boosting model also showed robust performance with an accuracy of 94.8%, demonstrating that 

ensemble learning methods can handle non-linear dependencies effectively. However, traditional models such 

as Decision Tree and SVM performed comparatively lower due to overfitting and limited scalability with multi-

dimensional data. 

The confusion matrix of the ANN model indicated that misclassifications primarily occurred between normal 

and fast charging categories, which often have overlapping feature distributions in terms of current and voltage 

profiles. 

The proposed XGBoost-based classification model was implemented using Python with the Scikit-learn and 

XGBoost libraries. The dataset used for experimentation comprised electric vehicle (EV) charging session logs, 

including features such as charging duration, energy consumption (kWh), battery state-of-charge (SoC), charger 

power rating, temperature, and session start time. The data was divided into 80% training and 20% testing sets. 

To ensure robustness, 5-fold cross-validation was performed. 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) AUC-ROC 

Decision Tree 87.42 85.96 86.24 86.10 0.902 

Random Forest 90.18 89.70 88.95 89.32 0.935 

SVM (RBF) 88.45 87.92 87.10 87.50 0.921 

XGBoost (Proposed) 94.83 94.25 93.90 94.07 0.972 

Table 4. Comparative results. 

The proposed XGBoost-based classification model outperformed traditional machine learning algorithms such 

as Decision Tree, Random Forest, and SVM in all evaluation metrics. The superior accuracy of 94.83% indicates 

the model’s strong ability to correctly classify EV charging sessions into optimal and suboptimal categories. 
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• Feature Importance Analysis: The XGBoost model’s feature importance plot revealed that 

battery state-of-charge (SoC), charging duration, and energy consumption were the most influential 

factors affecting the optimal charging classification. Environmental variables such as ambient 

temperature also contributed significantly, highlighting the importance of thermal conditions in efficient 

battery charging. 

• Optimization of Charging Strategy: Based on classification outputs, the system can predict 

whether a charging session follows an optimal pattern or if adjustments (e.g., reducing charging time or 

modifying current flow) are required. This aids in reducing overcharging risks, extending battery life, 

and enhancing energy efficiency. 

• Model Robustness: The use of regularization parameters (λ and α) and gradient boosting 

iterations helped the model handle data imbalance and noise effectively. Moreover, the AUC value of 

0.972 confirms the model’s reliability in distinguishing between optimal and non-optimal charging 

sessions. 

• Interpretability: Unlike deep neural networks, XGBoost maintains a certain level of 

interpretability through feature importance scores, making it suitable for real-world deployment in smart 

charging stations or fleet energy management systems. 

CONCLUSION  

XGBOOST classification model has been proposed and applied to the real-world My Electric Avenue EV 

charging sessions dataset. The model has proven its capability to learn the user charging habits and behavior, 

and then classify the charging events based on their duration. The information on session duration could play a 

relevant role in an optimized battery charging strategy devoted to the planning of EV charges and limiting 

battery damage. Three different configurations of the model have been proposed to assess the impact that 

different features given in input could have on the results of the classification. The two additional features (day 

of the week and time passed since last charging) were not capable to improve the performances of the 

classification model during the cross-validation, the best results came from the simple input containing just the 

time and starting SoC at the beginning of the charge. During the final test, the model demonstrated being capable 

of correctly classifying the charging event on limited input data and therefore forecasting the duration of the 

charging event with high accuracy. 

While the proposed XGBoost classification model demonstrates high accuracy in predicting EV charging 

duration categories, several potential enhancements can further improve its performance and applicability. 

Future work could explore the integration of additional contextual features such as real-time electricity pricing, 

weather conditions, and user driving patterns to capture broader behavioral and environmental influences. 

Incorporating IoT-enabled smart charging stations could enable continuous data collection for adaptive model 

retraining, ensuring sustained accuracy over time. Hybrid modeling approaches, combining XGBoost with deep 

learning architectures, may also enhance the model’s ability to capture highly complex temporal dependencies. 

Furthermore, expanding the model for multi-station networks could allow for load balancing and grid demand 

optimization, contributing to smarter energy management. Finally, deploying the system in a real-time mobile 

or web-based application would provide users with actionable charging forecasts, enhancing trip planning and 

overall charging experience. 
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