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Abstract: Financial fraud is a major global issue, costing businesses and individuals billions of dollars annually.
To combat this growing threat, organizations increasingly rely on machine learning models to detect fraudulent
activities in financial transactions. However, a major obstacle in developing effective fraud detection systems is
the imbalance in datasets, where genuine transactions vastly outnumber fraudulent ones. This data imbalance
creates significant challenges for machine learning models, often leading to poor performance in identifying the
very instances they are meant to detect. This has led to a new type of attack by users termed as adversarial
machine learning in which the machine learning model used in the backend is targeted rather than the from end
or the APIs. This is even more challenging due to imbalanced datasets. In conventional attacks, the first line of
attack is the front end of the software. In this case, the machine learning model used in the backend is fed with
bogus and/or deliberately falsified data to make it inactive. This is termed as adversarial machine learning attack
or adversarial cyber-attack. It is extremely challenging to detect such attacks as there are no clear signs of
attacks such as redirections, malicious code scripts, auto refresh tags etc. Instead, the data fed to the back-end
machine learning model is targeted using adversarial data feeds. In this paper, a deep learning based model is
used to detect such attacks which attains lower MSE compared to existing work in the domain.

Keywords: Imbalanced Datasets, Dark Web, Socio-Technical data, Adversarial Poisoning Attacks, Financial
Datasets, Mean Squared Error (MSE).

I. INRRODUCTION

As the technological framework has shifted towards big data and machine learning, the types of attacks have also shifted
in nature and have become much more complex in nature. A typical framework for any software utilizing machine

learning is depicted in figure below [1].

 NLP ¢ Presentation
preprocessing o Services * Interaction

* Adaptive « Logging * Visualization
Machine learning

* Representation

o}
Uses [

Fig.1 Machine Learning in Backend of Applications

With increasing refinement in the technological space, there lie high chances of sophisticated attacks to hinder the
technological models. One such growing attack is the adversarial cyber-attack. An adversarial attack is a type of attack
in which the attacker tries to feed wrong data into the training model dataset to train it to do something it must not. In
short, it poisons it to learn wrong information. Today it has become a lot more sophisticated that it becomes a difficult
task to detect such attacks [2].

The attacks that were prevalent mainly targeted the availability or the integrity of the machine learning models. Feeding
data that renders the entire system meaningless or useless has been one of its most prominent approaches. The
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consequences of such attacks are that the accuracy and performance drops drastically [3]. Also, the purpose of the entire
training concept gets falsified. There are some very huge threats that these attacks pose in the form of logic corruption,
data modification, data injection and transfer learning. Henceforth there is a real need of detecting and preventing
adversarial attack is need of the hour. With the increase in the machine learning approaches, the adversarial attacks have
also increased at a fast pace. Now, the adversaries are using very high end tools to surpass the detection mechanisms.
This is very legit concern for the artificial intelligence domain to safeguard itself from such threats [4].

I1. PROPOSED MODEL TO DETECT ADVERSARIAL ATTACKS

The general function of social hacking is to gain access to restricted information or to a physical space without proper
permission. Most often, social hacking attacks are achieved by impersonating an individual or group who is directly or
indirectly known to the victims or by representing an individual or group in a position of authority [5]. In this case, it is
assumed that the data on the profiles of hackers on dark web resources can render information about future trends and
aspects of cyber attacks. The mathematical model of extraction of data from dark web forums is given below [6]:

W(v,v;) =3, Va,b:V(M,a) 1)

(time,Mk‘b)— (time,Mk‘a )

or,W(v,v;) = v« 'y v(M,, b) @)
Here,

F is a dark web forum

W is the correlation between weights

n is the number of threads analysed

v is the number of users posting messages

M is the message number/index

k is the time index

(My, a) & (My, b)are the messages at time index k for distinct posts a and b in the same thread K.

a, (3 are constants with values between 0 and 1.

v;, vj are distinct messages

Another approach for estimating the similarity co-efficient or the distance among the messages is given mathematically
as [7]:
For two lists I'' & I"?in the forum ‘F’, the similarity co-efficient or distance is computed as:

pr(r*,r2) =y, ij eD(I! I?) 5?,,- (r*r# 3)
Here,
't & I'? are two lists
DP is the distance with a penalty p
55 ; takes up fuzzy values for different levels of similarity
(i,j) are the message pair
P is the optimistic penalty parameter
The above distance measure (Kendall’s Measure) takes the relative ranking orders of any two elements in the union of
two top k lists. Another measure is the absolute distance between the rankings of the same element in the union of two
top k lists into consideration called the Spearman’s distance measure given mathematically as [8]:

FY(rt, r?) = Yiep p,, 1T — T3] )
Here,

F represents the Spearman’s distance
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D,; & D,, represent the domains of I'' and I'?
I, I denoted the lists with/without entries in the original lists.
The mathematical representation of the adversarial-attack attack is given as:
Suppose the training vector be [9]:
Training Data = X(i) 4)
On Manipulation of the training vector using the poisoning vector stated by:
X, =V() ®

The weights of the model are controlled by the training vector and the learning algorithm that is represented
mathematically as [10]:

wi = f(Xy, k fa) (6)

Here,

X (?)is the real training input

V (i)is the poisoning vector

k is the number of iteration

fa is the activation function
wyis the weight for iteration k.

The poisoning attacks very surreptitiously try to hide behind the malicious dataset and try to deceive the machine
learning classifier. When the data set itself is wrong and not the intended one, it trains the neural network to do
something it shouldn’t. Henceforth it is kind of a very tricky mechanism being developed as adversarial attacks [11]. A
very high end research is of paramount importance to able to mitigate the poisoning attacks that are prevalent. Off late
there have been several cyber security practices that have come up to help the situation and deal with such sophisticated
attacks. As these attacks are also of many types, a robust system is needed to thwart these types of attacks. The
spamming of the data set is a popular kind of such an attack that tries to spam the training information with the
adversary intended data. This can incur huge amounts of losses for the economy. Also, the wrongdoers will get a
loophole to make use of to steal information and harm businesses [12]. If there isn’t any system to detect the adversarial
attacks then malicious software and scripts can also be injected onto the dataset that can make the neural network
behave erratically and work like a malware. Henceforth a strong poisoning attack detection scheme is important to
safeguard the ML classifiers from improper datasets and malicious functions [13].

© 2025, IJSREM | www.ijsrem.com DOI: 10.55041/IJSREM49354 | Page 3


http://www.ijsrem.com/

£ 2%

g =
o4 International Journal of Scientific Research in Engineering and Management (IJSREM)

W Volume: 09 Issue: 06 | June - 2025 SJIF Rating: 8.586 ISSN: 2582-3930

Diarle-web Hacker
Database
(CYRICON, NIST, EDB)

70% Training 304 Testing

Separste the CVE, CPE posts inte socis-personal
indicators and technical indicators

¥

Create Annotated Probabilistic Temporal (AFT)
logic of the form,
ATP y_o: f(x, At.p)
Where, ¥v_o iz the attack on enterprize o
X iz the makicions activity
At j5 the time frame for sttack
P is the probability of attack

¥

Feed APT for the training data set to
Adaptive Neuro Fuzzy Inference Syitem (ANFIS) for
Eule Learning based on Rule Patterns in the semantic:

iryber ottackenterprise, ATF)- [At, p]

Obtain Attack Prediction based on malicions email,
malicious destination and endpoint malware

* .

i
Match with Testing Data and Compute F1 Score |j

Fig.2 Proposed Flowchart
I MATHEMATICAL MODEL FOR PROPOSED WORK

Standard classifiers such as logistic regression, decision trees, and even neural networks struggle with imbalanced
datasets. These models assume a relatively balanced class distribution and are biased toward the majority class. As a
result, they generate high false negatives, where fraudulent transactions are misclassified as legitimate [14]. This is
particularly dangerous in financial contexts, where undetected fraud can lead to significant losses, legal consequences,
and reputational damage. Beyond algorithmic strategies, real-world constraints complicate fraud detection. Fraudulent
patterns evolve rapidly, requiring models to adapt continuously. Labeling fraud instances accurately is difficult and
often delayed, reducing the availability of real-time labeled data. Additionally, privacy concerns and regulatory
requirements limit access to sensitive financial data, restricting the ability to train robust models. This creates a need for
privacy-preserving learning techniques and collaboration between industry and regulatory bodies [15].
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As financial institutions increasingly rely on machine learning and artificial intelligence (Al) to detect fraud, manage
risks, and automate transactions, they become vulnerable to a new class of threats—adversarial poisoning attacks [16].
These attacks involve the intentional manipulation of training data to corrupt the behavior of Al models, leading them to
make incorrect or biased decisions. In the context of finance, poisoning attacks can be particularly dangerous, enabling
financial frauds that bypass detection systems or even exploit them to facilitate illicit activities [17]. The Back
Propagation Model along with Ensemble Learning is presented din this paper. To mitigate these risks, robust learning
algorithms are required—one such approach is the Quasi-Newton Backpropagation Algorithm, a powerful optimization
technique capable of improving the reliability and robustness of neural networks, especially in adversarial contexts.
Quasi-Newton methods are advanced optimization techniques that approximate the Hessian matrix (second-order
derivatives) to improve the convergence speed and robustness of training. When integrated with backpropagation, the
Quasi-Newton Backpropagation Algorithm updates weights more intelligently than simple gradient descent, adapting to
the curvature of the loss function [18]. This makes it more resistant to gradient distortions caused by poisoned data and
can help uncover hidden adversarial influences during the training process [19].

Start
{

Step.1: Extract dataset.
Step.2: Divide Data into training and testing samples.
Step.3: Define maximum number of iterations as maxitr.

Step.4: Define least squares (LS) cost function to be minimized as:

. 1 ~
fcost =min ;Z?:l(ti - ti)z
maxitr

Step.5: Design a neural network and initialize weights randomly.

Step.6: for i=1:maxitr,

{
Update weights as:
T _1
aw% awz, aw% awz, R
Wit1 = W; — avfcost(wi) - : : * : : + al * (ti - ti)
d%e, d%e, d%e, d%e,
aw% awz, aw% aw?, i
/
Step.7: if (i == maxitr or f ., stabilizes over k-fold, validation)
{
Truncate training
else
Update weights
/
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Step.8: Computer forecasting error and accuracy at convergence.

/

Stop.

The overall performance metrics are mathematically defined as:

Accuracy: It is mathematically defined as:

Sensitivity: It is mathematically defined as:

Recall: It is mathematically defined as:

Precision: It is mathematically defined as:

F-Measure: It is mathematically defined as:

Here.

TP represents true positive
TN represents true negative
FP represents false positive
FN represents false negative

IV EXPERIMENTAL RESULTS

TP+TN

Ac = TP+TN+FP+FN

TP
~ TP+FN

Se

TP
TP+FN

Recall =

TP
TP+FP

Precisiosn =

F — Measure =

Precision+Recall

2.Precision.Recall

@)

®

®

(10)

an

The system has been designed on MATLAB. The adversarial dataset has been collected for the dark web based entries.
The choice of the tool has been made based on the ease of mathematical analysis and in-built mathematical functions.

The obtained results have been presented subsequently.
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Fig.3 Raw Data

The parameters used for identifying possible attacks are:

1)
2)
3)
4)
5)
6)
7)
8)

Suspicious String Rates

Queuing Delay
Response Delay of the server

Server Response Overhead

Colliding Token Percentage

Invalid Tokens Percentage

Redirections Token Parentage

CPU utilization percentage

The total number of samples used are 128075 with 80% training and 20% testing with 25,615 samples being used for

testing.
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1.00e-05

¢

10008

4

The figure depicts the training metrics for the model with the MSE value of 0.24 for the 1* dataset. Similarly, the
proposed work attains an MSE of 0.043 for the next dataset

True Class

Confusion Matrix

Predicted Class

Fig.4 Confusion Matrix

The computation of the precision and accuracy can be done based on the values of TP, TN, FP and FN.
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S.No. TP TN FP FN
1. 12010 8738 3605 1262

The accuracy is computed as:

TP+TN

= — 0,
Accuracy TP+ TN £ FP + FN 80.99%
The precision is computed as:
Precision = —— =76.91%
TP+FP

The previous work [1] attains an MSE of 0.111 and 0.070 for the 2 datasets used, but the proposed work outperforms
the previous work with MSE values of 0.02 and 0.043 respectively.

Conclusion: Detecting financial adversarial poisoning attacks is exceptionally difficult because the
corrupted data is often indistinguishable from legitimate data. Financial datasets are large, noisy, and
subject to constant change, making it hard to spot anomalies introduced by attackers. Moreover,
attackers may use slow poisoning, where small manipulations are introduced gradually, reducing the
chances of detection. Even if detected, retraining models and cleaning datasets can be costly and time-
consuming. It can be concluded from the previous discussions that adversarial machine learning based
cyber-attacks have become a major challenge as the detection is not straightforward. With the
advancement in technology, there has also been increase in cyber attacks and security breaches. Using
machine learning models to predict security threats has many open research fields including predicting
whether vulnerability would be exploited based on Dark Web sources. This paper presents a machine
learning based approach for detecting possible adversarial attacks in advance and hence can be
thwarted. The results show that the proposed work attains lower MSE compared to previous work.
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