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I 

Abstract— Insider threats present substantial risks to 

organizational security, as malicious actors exploit their 

authorized access to systems, networks, or data to perpetrate 

harmful activities. These threats encompass various forms, 

including data theft, sabotage, fraud, or espionage, leading 

to significant financial losses, reputational damage, or 

regulatory penalties. Traditional approaches to insider 

threat detection, such as anomaly-based, signature-based, 

and behavioral analysis methods, have inherent limitations, 

including high false positives, reliance on known patterns, 

and lack of contextual understanding. These approaches 

often fail to classify insider threats accurately, potentially 

leading to innocent insiders being mislabeled as malicious. 

In this project, a unified insider threat detection system is 

proposed, integrating anomaly-based, signature- based, and 

behavioral analysis methods using Support Vector Machines 

(SVMs). By combining these methods and leveraging the 

strengths of SVMs, the aim is to address the limitations of 

individual approaches and enhance detection accuracy. 

Weighted voting is employed to fuse the output of each 

detection method, providing a comprehensive likelihood 

estimate of insider threats. This integrated approach enables 

organizations to better identify and mitigate insider threats, 

safeguarding sensitive assets and maintaining a robust 

security posture. 

 

Keywords— Insider threat, Insider threat detection, 

Signature- based detection, Anomaly-based detection, 

Behavior analysis, False positives, Detection accuracy, 

Weighted Voting Mechanism. 

 

I. INTRODUCTION 

 

n today's digital age, organizations confront a major threat 

from insiders— Individuals such as employees, contractors, 

or business partners who have authorized access to company 

resources but misuse that access for harmful purposes. Insider 

threats can cause major financial losses, reputational damage, 

and the compromise of critical information. Detecting insider 

threats is challenging because they might be subtle and 

deceiving. 

[25] The purpose of this study is to improve the identification 

of insider threats using an advanced, integrated system that 

integrates numerous detection approaches. It uses behavioral 

analysis, anomaly-based detection and signature-based detection 

techniques, all powered by Support Vector Machines (SVMs), 

to accurately and reliably detect possible threats. 

 

Understanding the Magnitude of Insider Threats 

 

• Prevalence and Impact: Insider threats have become a 

significant issue in today's digital landscape. According to 

the 2023 Insider Threat Report, almost 60% of companies 

experienced at least one insider attack in the past year. The 

significant financial consequences are highlighted by the 

projected average cost of an insider incident, which is 

around $11.45 million. 

 

• Growth Trends: The risk of insider attacks has increased 

as remote employment and business process digitization 

have become more common. 34% of all data breaches are 

caused by insider threats, according to the Verizon 2023 

Data Breach Investigations Report, highlighting the critical 

need for efficient detection and prevention techniques. 

 

Insider Threats - types: 21-Insider threats fall into two 

categories: malicious insiders, who intentionally harm the 

organization, and negligent insiders, who unintentionally 

jeopardize security through careless actions. Both kinds 

present serious concerns and need for various methods of 

identification and mitigation. 

Fig. 1. Average number of insider incidents by profile 

(Statistics for Insider Threats 2024: Facts, Costs & Reports | 

Ekran System) 

 

A diversified strategy that incorporates multiple detection 

methods—each intended to spot hostile activity from a distinct 

angle—is necessary to counter these threats. In order to find 

departures from typical behavior that can point to malevolent 

intent, behavioral detection examines user activity patterns, 

including login times, access patterns, and data interactions. 

Organizations can identify tiny changes that could indicate an 

insider threat by keeping an eye on these patterns. The 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                    Volume: 08 Issue: 12 | Dec - 2024                           SJIF Rating: 8.448                                     ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM39835                         |        Page 3 

"signatures" or predetermined patterns of recognized dangers 

are the foundation of signature-based detection. A user's action 

is marked as possibly harmful when it meets any of these 

signatures. Threats that have been previously encountered and 

documented can be effectively identified using this strategy. 

Finding odd patterns in data that diverge from predicted 

behavior is the main goal of anomaly-based detection. By 

pointing to possible security lapses or malevolent actions that 

deviate from accepted practices, these anomalies can help 

identify new and developing risks. Support Vector Machine 

(SVM), a potent supervised machine learning method, is used 

in this study to categorize user behavior and identify possible 

dangers. Because SVMs are resilient against overfitting and 

successful in high-dimensional spaces, they are especially well- 

suited for this task. We employ Weighted Voting, a technique 

that aggregates the outputs of various models or detection 

methods, to improve the precision and dependability of our 

detection system. Every approach adds a "vote" to the ultimate 

choice, with more accurate and dependable approaches 

receiving more weight. We utilize the Synthetic Minority Over- 

sampling Technique (SMOTE) to tackle the problem of 

unbalanced datasets, which is prevalent in insider threat 

detection. By creating synthetic samples for the minority class, 

SMOTE gives machine learning models a more balanced 

dataset to train on, which enhances their performance. We also 

employ One-Class SVM, which is a variant of SVM designed 

especially for anomaly identification. One-Class SVM is a 

useful tool for identifying insider threats that display unusual 

behavior because it is trained just on the "normal" class and 

seeks to find outliers or anomalies in the data. This research 

attempts to create a strong and all-encompassing insider threat 

detection system that uses behavioral, signature-based, and 

anomaly-based methodologies to protect enterprises from 

internal security threats by combining these cutting-edge 

approaches. 

The rest of the paper is organized as follows: Section II 

provides a summary of relevant literature, and Section III 

presents the proposed anomaly detection methodology. 

Section IV outlines the experiments and presents the 

evaluation results, while Section V delves into a detailed 

analysis and comparisons. Finally, Section VI provides the 

conclusion and suggestions for future research. 

 

II. LITERATURE REVIEW 

Detecting insider threats within organizations has become a 

prominent focus in recent years. These threats, [27] posed by 

individuals within an organization who misuse their access to 

confidential information, can lead to data breaches and other 

malicious activities. In this literature review, shows an 

overview of the key research contributions in the field of 

insider threat detection, focusing on different methodologies 

and how effective they are. [1] introduces a novel threat 

detection scheme that uses beta mixture-hidden Markov 

models (MHMMs) to identify anomalous activities within 

industrial systems. Their approach focuses on the dynamic 

interactions between physical and network systems in Industry 

4.0 environments. By modeling these interactions, the proposed 

scheme can detect both physical and cyber threats with high 

precision. The evaluation on multiple datasets shows that this 

method outperforms traditional detection techniques, offering a 

robust solution for modern applications. 

[20] explored the use of unsupervised ensemble learning 

methods to detect insider threats. Their study emphasizes the 

importance of combining multiple unsupervised algorithms to 

improve detection accuracy. By leveraging the strengths of 

different detection techniques, this approach enhances the 

identification of anomalous behavior. It's particularly useful in 

situations where labeled data is scarce, making it valuable for 

real-world applications. [23] presents a framework for 

detecting malicious insider threats in cloud environments using 

supervised learning methods. Their approach leverages 

machine learning models to analyze user activities and detect 

anomalies that may indicate insider threats. The study 

emphasizes the importance of cloud-specific considerations, 

such as scalability and real time processing, in developing 

effective detection systems. The proposed framework 

demonstrates high accuracy in identifying insider threats, 

making it a promising solution for cloud-based infrastructures. 

[24] investigates the application of machine learning 

techniques for detecting insider threats within university 

website clusters. Their study focuses on developing a detection 

method that can identify malicious activities by analyzing web 

traffic patterns and user behavior. To accurately detect 

potential threats, they use a combination of feature extraction 

and classification algorithms. This research highlights the 

unique challenges posed by the academic environment and 

offers tailored solutions to address these issues. [26] provides a 

comprehensive review of recent advances in machine learning 

techniques for detecting malicious insider threats. They discuss 

the challenges and opportunities associated with various 

machine learning methods, including supervised, unsupervised, 

and semi-supervised approaches. The review highlights the 

need for robust, adaptive systems that can handle the dynamic 

nature of insider threats. It also evaluates different algorithms 

and identifies future research directions to enhance detection 

capabilities. 

 

 

http://www.ijsrem.com/
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III. INTEGRATED INSIDER THREAT DETECTION SYSTEM 

 

Figure 2 presents an overview of the proposed insider threat 

detection system. The system processes raw user activity log 

data and generates a set of numerical attributes, organized by 

day or week. Section III-A explains the pre-processing and 

feature extraction steps in detail. After the characteristics are 

extracted, supervised learning is utilized to train several 

detection models. Section III-C provides specifics on how the 

detection methods were integrated. 

 

Fig. 2. Proposed system components. 

The system's capacity to distinguish between intentional and 

unintentional threats is a crucial component of this study. Despite 

the fact that both kinds of threats could appear as anomalies, their 

root origins and effects are very different: 

 

• Malicious Threats: These are intentional actions aimed at 

causing harm or gaining unauthorized access to resources. 

Malicious threats often exhibit patterns that significantly 

deviate from normal behavior, as captured by the anomaly 

detection model. Signature-based detection further helps 

identify known malicious patterns, providing a 

comprehensive analysis. 

 

• Accidental Threats: These are unintentional actions that 

may compromise security, often resulting from user 

mistakes or negligence. While accidental threats can also 

appear as anomalies, the behavior-based detection model 

helps distinguish them by analyzing the context and patterns 

of user activities. For instance, a sudden spike in activity due 

to a user's unfamiliarity with a new system can be identified 

as accidental rather than malicious. 

 

 

The system allows for adjusting the investigation threshold 

based on the available resources and the desired sensitivity of 

detection. The detection methods are demonstrated in Fig. 3. 

Adjusting the investigation budget (IB)—the percentage of data 

that security analysts are able to review—allows control over 

the balance between false positives and false negatives. This 

adaptability guarantees that the system can be customized to 

meet  various  organizational  requirements  and  financial 

limitations. 

 

Fig. 3.  Demonstration of Detection methods and thresholds 

with outliers 

 

Fig. 4.  Process flow of the Proposed Methodology 

 

http://www.ijsrem.com/
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The work flow of the suggested methodology for creating the 

integrated insider [26] threat detection system is shown in Fig. 4. 

 

A. Data Pre-Processing and Feature Engineering 

 

Important phases in the research to improve insider threat 

detection are feature engineering and data pretreatment. These 

procedures main goal is to ensure quality, consistency, and 

relevance in order to prepare raw data for efficient modeling. 

 

Data Preprocessing 

• Data Cleaning: 

Initially, the datasets were examined for missing or 

inconsistent values. Rows with missing entries were 

either filled with appropriate statistical measures, such as 

mean or median, or removed if they were deemed 

insignificant. This step is essential to maintain the 

integrity of the analysis and prevent skewed results. 

 

• Data Integration: 

To create a comprehensive dataset, various sources were 

integrated. This included merging user activity data, 

logon records, decoy file accesses, and psychometric 

profiles to form a unified view of user behavior. This 

integration helps in capturing complex interactions and 

dependencies among different features. 

 

• Date Conversion: 

To make time-based analysis easier, date fields were 

transformed into a datetime format. This makes it possible 

to perform more complex temporal analysis, such finding 

trends over predetermined periods of time. 

• Label Encoding: 

Label encoding or one-hot encoding, as appropriate, was 

used to convert categorical variables to numerical 

representations. For algorithms that need numerical input 

while maintaining the information provided by categorical 

characteristics, this transformation is essential. 

 

Feature Engineering 

• Activity Counts: 

Features representing user activity were derived by 

aggregating counts of interactions from different datasets. 

For instance, the number of logon events and file accesses 

were computed for each user to create a profile of normal 

versus abnormal behavior. 

• Statistical Features: 

To represent the variety in user activity, statistical 

measures including mean, standard deviation, and 

quantiles were computed in addition to simple counts. 

These features help in distinguishing between regular 

patterns and outlier behaviors indicative of potential threats. 

 

• Anomaly Indicators: 

Based on activity counts, thresholds were established to flag 

anomalies. Users exceeding the 95th percentile of activity 

were labeled as suspicious, which helps in identifying 

potential insider threats effectively. 

• Psychometric Features: 

Psychometric data were transformed into features that 

capture user traits and behaviors. These features were 

integrated into the detection framework to enrich the 

model’s understanding of user profiles, thus aiding in the 

identification of abnormal activities. 

 

• Feature Scaling: 

To ensure all features contribute equally to the modeling 

process, feature scaling was performed using 

standardization. This process involved transforming 

features to have a mean of zero and a standard deviation of 

one, which is especially important for algorithms sensitive 

to feature magnitudes, such as Support Vector Machines 

(SVM). 

 

B. Model Training 

 

In order to create prediction models that can precisely identify 

possible security dangers based on a variety of input features; 

model training is an essential step in insider threat detection. To 

guarantee the stability and efficacy of the models used, this 

procedure entails a number of crucial procedures. 

 

Selection of Algorithms 

In our approach, we utilized several machine learning algorithms 

tailored for specific detection tasks. For anomaly detection, we 

opted for One-Class SVM, which is particularly suited for 

identifying outliers in datasets characterized by a significant 

imbalance between normal and anomalous instances. For 

signature-based detection, Support Vector Classifier (SVC) was 

employed, enabling effective classification of user activities based 

on established access patterns. 

 

 

 

 

 

http://www.ijsrem.com/
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Fig. 5. An example of Support Vector Machines (Non-Linear 

SVM - Scaler Topics) 

 

Data Preparation 

Before training, the datasets underwent extensive 

preprocessing to enhance the quality of the input features. This 

included scaling the features using StandardScaler to 

standardize the data distribution and mitigate the impact of 

varying feature scales o address class imbalance and ensure 

the model was trained on a balanced dataset representing both 

normal and abnormal activities, we used techniques like [24] 

Synthetic Minority Over- sampling Technique (SMOTE). 

Training Process 

During the training phase, the processed datasets were split 

into training and testing subsets. It was standard procedure to set 

aside 20% of the data for evaluation and 80% for training. After 

that, the models were fitted to the training data, which enable 

them [18] to discover underlying correlations and patterns 

present in the dataset. To determine the optimal configurations 

for each model, hyperparameters were adjusted using strategies 

including grid search and randomized search. 

 

Evaluation and Validation 

After training, the models' performance was assessed using the 

designated test set. In order to evaluate the models' ability to 

detect fraudulent behaviour, crucial parameters such as accuracy, 

precision, F1-score and recall were calculated. This evaluation 

process identified potential areas for improvement and provided 

information about the forecasting ability of the models. 

 

C. Integration of the trained models 

 

One of the most important steps in creating a thorough insider 

threat detection system is integrating trained models. In order 

to improve the overall effectiveness and dependability of the 

threat detection framework, this procedure combines the 

outputs of different detection algorithms. We can produce 

predictions that are more reliable and accurate by utilizing the 

advantages of many models. 

Purpose of Model Integration 

The primary goal of integrating trained models is to create a 

synergistic effect that improves the detection capabilities of the 

system. Individual models may excel in identifying specific types 

of threats—such as behavioral anomalies, signature-based 

attacks, or system access irregularities—but may struggle in other 

areas. By combining these models, we can ensure a more holistic 

assessment of user activities and system interactions. 

 

Integration Framework 

In this research, we utilized an ensemble approach to integrate 

three distinct types of models: behavior-based detection, anomaly 

detection, and signature-based detection. Every model offers a 

distinct perspective, and the sum of their results creates a single 

prediction framework. 

• Anomaly Detection Model: Utilizing One-Class SVM, this 

model identifies outlier behaviors within user activities. It is 

particularly effective for flagging unusual patterns that 

deviate from established norms. 

 

• Signature-Based Detection Model: Implementing SVC, 

this model recognizes known patterns of malicious activity 

based on historical data. It assesses whether specific 

behaviors align with pre-defined signatures of known 

threats. 

• Behavior-Based Detection Model: This model analyzes 

user behaviors in conjunction with psychological profiles, 

helping to uncover deviations that may indicate potential 

insider threats. 

 

Weighted Voting Mechanism 

To effectively combine the outputs of these models, we employed 

a weighted voting mechanism. A particular weight is given to 

each model's prediction according to its dependability and 

significance for the detection task as a whole. For instance, the 

anomaly detection model might carry a higher weight due to its 

ability to identify previously unseen threats, while the signature 

model might provide crucial context for known issues. 

The final decision regarding user activity is determined by 

aggregating the predictions from all models. By ensuring that any 

highlighted behaviour is supported by many sources of 

information, this method not only increases detection accuracy 

http://www.ijsrem.com/
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but also reduces the possibility of false positives. 

 

Performance Evaluation 

After integrating the models, we conducted extensive evaluations 

to assess the effectiveness of the combined framework. Metrics 

such as F1-score, accuracy, and recall were calculated to assess 

the overall performance. The results demonstrated that the 

integrated system outperformed independent models by a 

significant margin, highlighting the benefits of a collaborative 

approach to threat identification. 

 

D. Evaluation 

 

A crucial component of every machine learning project is 

evaluation, especially when it comes to insider threat detection, 

when accuracy is crucial and the stakes are high. The methods 

and metrics used to evaluate the performance of our integrated 

detection framework are described in this part, with an emphasis 

on both the system's overall efficacy and the performance of 

individual models. 

We used a number of crucial indicators to thoroughly assess our 

detection models' performance: 

 

Precision: Out of all the model's positive predictions, this metric 

displays the proportion of actual positive forecasts. 

High precision is necessary to reduce false positives, which can 

lead to unnecessary alerts and resource allocation. 

 

Recall: Recall is defined as the proportion of genuine positive 

predictions to the total number of positive events in the dataset. 

A high recall rate is required to reduce missed detections and 

ensure that the greatest number of genuine threats are identified. 

 

F1-Score: A balanced metric that accounts for both false 

positives and false negatives is the F1-score. It is computed as 

the precision and recall harmonic means. This statistic is 

particularly useful when there is an imbalance in the distribution 

of classes because it combines both measures into a single result. 

 

Accuracy: While accuracy provides a general sense of the 

model's performance, it is particularly helpful when the 

distribution of classes is reasonably balanced. However, when it 

comes to anomaly detection, it needs to be evaluated carefully. 

 

IV. IMPLEMENTATION AND RESULTS 

 

Involving systematic methodologies to validate the integrated 

insider threat detection framework's efficacy.This section 

outlines the steps taken to design, implement, and evaluate the 

experiments, ensuring robust and reproducible results. 

 

A. Datasets overview 

Dataset Source: 

(https://www.kaggle.com/datasets/mrajaxnp/cert-insider-threat- 

detection-research?) 

The success of this research hinged significantly on the diverse 

and comprehensive datasets employed, each serving a distinct 

purpose in the detection of insider threats. The primary datasets 

utilized include decoy file access logs, device activity logs, 

logon records, psychometric assessments, and user profile 

information. 

 

• Decoy File Access Logs: 

This dataset logs instances of access to decoy files designed 

to lure potential malicious insiders. It includes fields such 

as decoy_filename and pc (personal computer identifier). It 

assists in locating odd file access patterns that might point 

to malevolent activity. 

• Device Activity Logs: 

Logs capturing user interactions with devices over time. 

Includes fields for user, computer, file_tree, activity, date, 

and id. Used to track device usage patterns and identify 

anomalies in user behavior. 

• Logon Records: 

This dataset records user logon activities, providing 

insights into login behaviors. Includes id, date, user, pc, and 

activity. It assists in identifying abnormal login attempts or 

patterns that could suggest a security threat. 

 

• Psychometric Assessments: 

Psychological assessments of users, which may provide 

contextual information about user behavior. Includes 

http://www.ijsrem.com/
http://www.kaggle.com/datasets/mrajaxnp/cert-insider-threat-
http://www.kaggle.com/datasets/mrajaxnp/cert-insider-threat-
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user_id, employee_name, and psychometric scores (the 

Big Five personality traits are O, C, E, A, and N).  This 

dataset supports behavioral analysis by correlating 

psychometric traits with potential insider threat behaviors. 

• User Profile Information: 

Detailed user profiles, including role-based and activity- 

based information. Typically includes fields like 

employee_name, user_id, and role. Used to enhance 

behavioral models and provide context for user activities. 

B. Environmental Setup 

Data Preparation: The first step involved preprocessing the 

datasets to ensure they were clean, relevant, and suitable for 

analysis. This involved encoding categorical variables, 

addressing missing values, and normalizing features. Each 

dataset was scrutinized to maintain data integrity and 

consistency across various detection methods. 

 

Model Selection: We selected three distinct detection models 

based on their suitability for the specific aspects of insider threat 

detection: 

• Anomaly Detection Model: Utilizing One-Class 

SVM, in order to detect anomalous activity suggestive 

of possible dangers, this model sought to detect 

departures from known user behavior patterns. 

 

• Signature-Based Detection Model: Using SVM for 

classification, this model focused on recognizing 

known malicious patterns based on historical access 

logs and behaviors, effectively flagging suspicious 

activities. 

• Behavior-Based Detection Model: This model 

employed a combination of psychometric and user 

activity features to detect behavioral anomalies that 

may signify insider threats. 

 

C. Experimental Execution 

 

Training the Models: Each model was trained separately on 

the relevant features extracted from the preprocessed datasets. 

To increase the training phase's robustness, a systematic 

training process was used, incorporating strategies such k-fold 

cross-validation. This approach helped mitigate overfitting and 

ensured generalizability across different subsets of data. 

 

Parameter Tuning: The best-performing settings for each 

model were found through hyperparameter optimization. Model 

performance was optimized through the rigorous evaluation of 

various parameter combinations using techniques like grid 

search and random search. 

 

Integration of Models: Individual models were trained and 

assessed, and then their outputs were combined using a 

weighted voting system. By merging the predictions of each 

model, this integration was created to maximize detection 

accuracy and minimize false positives. Each model is given a 

weight (0.5, 0.3, 0.2) according to how important the behavioral 

analysis model, anomaly detection model, and signature-based 

detection model are, respectively. 

 

Assessment of Performance 

 

Evaluation Measures: The performance of each model was 

assessed using a variety of evaluation metrics, such as accuracy, 

precision, recall, and F1-score. These measurements gave 

important information about how well the models detected 

harmful activity and kept the false positive rate low. 

 

• Accuracy: Measure of the overall accuracy of the model's 

predictions. 

 

 

 

Where,TP stands for True Positives, TN for True 

Negatives, FP for False Positives and FN for False 

Negatives 

 

• Precision: Percentage of all threats that were accurately 

predicted to be insider threats. 

 

 

• Recall (Sensitivity): Percentage of real insider threats that 

the model accurately detected. 

 

http://www.ijsrem.com/
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• F1-score: A suitable evaluation metric is provided by 

the harmonic mean of recall and precision. 

 

 

Comparative Analysis: To ascertain the advantages of 

integrating several detection techniques, the outcomes of the 

individual models were contrasted with those of the integrated 

framework. This analysis involved visualizing the 

performance metrics and evaluating the trade-offs between 

different models. 

 

Fig. 6. Model Performance Comparison based on F1-

score 

E. Results 

 

Result Compilation: A structured format containing the 

performance metrics for each model and the combined system 

was created from the experiment results. The best methods for 

detecting insider threats might be easily compared and 

identified thanks to this compilation. 

We see the interpretation of each model using the relevant 

datasets in Fig. 7, 8 and 9. We see the results of SVM models in 

predicting the outliers. 

 

Fig. 7. Anomaly Detection of the device and logon datasets. 

 

Fig. 8. Behavior-based analysis of the user and psychometric 

datasets. 

 

Fig. 9. Signature based detection of the decoy_file dataset. 

http://www.ijsrem.com/
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V. RESULTS INTERPRETATION AND COMPARISONS 

 

By combining anomaly-based, behaviour-based, and 

signature- based detection techniques, the integrated detection 

system created in this study sought to detect insider threats. 

The experiment’s outcomes offer important new information 

about how successful this strategy is. We analyse these 

findings and contrast the effectiveness of various detection 

techniques. 

 

Results Interpretation 

• Anomaly-Based Detection: 

 

The anomaly-based detection module, using One-Class 

SVM, achieved a high precision in identifying unusual 

user activities that deviated significantly from established 

patterns. This method was particularly effective in 

flagging rare and unexpected behaviors, making it well-

suited for uncovering novel types of insider threats. 

However, its reliance on detecting deviations means it 

might miss sophisticated threats that mimic normal 

behavior patterns. 

 

• Behavior-Based Detection: 

 

The behavior-based module, leveraging psychometric 

data and user profiles, demonstrated robust recall, 

indicating its strength in identifying a broad range of 

potential threats based on user characteristics and 

behaviors. By integrating psychometric assessments, this 

module could correlate behavioral traits with malicious 

activities, enhancing its ability to predict insider threats. 

The dependency on accurate and comprehensive 

behavioral data could limit its effectiveness if such data 

is incomplete or outdated. 

 

• Signature-Based Detection: 

 

Using preset patterns of known malicious activity, the 

signature-based detection module demonstrated great 

accuracy in identifying particular, well-known threat 

vectors. This approach produced immediate alerts for 

known threat signatures and was quite successful in 

recognizing well-known attack patterns. Its inability to 

identify new threats that do not fit preset signatures is its 

main drawback, underscoring the necessity of the 

signature database being updated on a regular basis. 

 

Comparisons 

The comparative analysis of the different detection methods 

provides a comprehensive understanding of their individual and 

combined performances. 

 

Combined Approach with Weighted Voting: 

The weighted voting system assigns different weights to the 

outputs of the three detection modules based on their relative 

importance and reliability. The combined score for each 

instance is calculated as follows: 

Combined Score = (𝑤anomaly x 𝑤anomaly)+ (𝑤signature x 

𝑤signature)+ (𝑤behavior x 𝑤behavior) 

where 𝑤anomaly, 𝑤signature and 𝑤behavior are the weights 

assigned to the anomaly-based, signature-based, and behavior-

based detection modules, respectively. 

 

In the implementation, the weights were set as follows: 

• Anomaly-based detection: 0.5 

• Signature-based detection: 0.3 

• Behavior-based detection: 0.2 

These weights were chosen based on the performance and 

reliability of each module, ensuring that the most accurate and 

robust module has the highest influence on the final decision. 

 

Result Classification 

The combined score is then used to classify each instance as 

either malicious or normal. Fig. 12 shows the overview of threats. 

A threshold value is set to distinguish between malicious and 

normal activities. If the combined score exceeds the threshold, 

the instance is classified as malicious; otherwise, it is classified as 

normal. Additionally, the system can differentiate between 

malicious and accidental threats based on the nature and context 

of the detected activities. 

 

Saving Results to CSV File 

After classification, the results are saved into a CSV file for 

further analysis and record-keeping. The CSV file contains 

detailed information about each instance, including the scores 

from each detection module, the combined score, the final 

classification, and any additional metadata such as timestamps 

and user identifiers. This allows for easy tracking and review of 

detected threats, enabling prompt and effective responses to 

both malicious and accidental threats. Table. 1 shows the 

detected threats by the system. 

http://www.ijsrem.com/
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Fig. 10. Overview of Threats detected as accidental and 

malicious threats 

 

 

TABLE I DETECTED  

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION AND FUTURE SCOPE 

 

The development of the Integrated Insider Threat Detection 

System (IITDS) represents a significant advancement in 

enhancing the security of organizational IT infrastructures. 

This strategy seeks to greatly increase the precision and 

effectiveness of insider threat identification by combining 

behavioral analysis, anomaly detection and signature-based 

detection techniques. The creation of an extensive system that 

painstakingly prepares and processes data, trains models in a 

methodical manner, and carefully assesses their performance 

are among the major accomplishments. This methodical 

process improves feature engineering, eliminates anomalies, 

and guarantees data integrity—all essential for the system's 

ability to identify insider threats. Insights gleaned from data 

preparation underscore the critical importance of high-quality 

data for effective threat detection. By blending rule-based 

decisions with machine learning predictions, the method 

enhances decision-making processes. Specific rules tailored to 

user behaviors and strict adherence to security standards 

bolster the method's efficacy in identifying and preventing 

insider threats. Looking forward, there are promising avenues 

to enhance the system's efficacy and versatility. Advancements 

in machine learning algorithms will enable finer granularity in 

threat detection, reducing false positives and improving 

detection rates. Exploring advanced techniques such as 

ensemble methods holds potential for further enhancing 

predictive analytics capabilities. Developing robust 

mechanisms for real-time activity monitoring and rapid response 

to emerging threats will be pivotal. Adaptive learning 

frameworks that facilitate dynamic model updates and 

responsive strategies are essential for maintaining proactive 

threat prevention measures. The integration of explainable AI 

methodologies will enhance the transparency and interpretability 

of model decisions. Providing actionable insights to stakeholders 

promotes informed decision-making, fosters regulatory 

compliance, and builds stakeholder trust. Beyond the 

cybersecurity domain, the system's adaptability extends to 

applications in healthcare, e-commerce, and financial sectors. Its 

proven efficacy in threat detection positions it as a valuable tool 

for enhancing operational resilience, customer trust, and 

regulatory adherence across diverse industries. 
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