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Abstract - Real-time monitoring systems, especially those based on wireless infrastructure, are often plagued by issues of packet loss, 

jitter, and latency due to network unreliability. This paper introduces a backward error correction (BEC) technique specifically designed 

to improve media quality and reliability in real-time video/audio streaming over wireless IP networks. By leveraging selective 

retransmission of lost Real-Time Protocol (RTP) packets through an intelligent feedback mechanism based on sequence gaps, the 

technique balances efficiency and recovery in low-latency environments. We explore its system architecture, implementation mechanics, 

and performance outcomes. The proposed method is validated against existing techniques and demonstrated to be especially suited for 

wire-free surveillance systems such as smart security cameras. 
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1. INTRODUCTION 

The explosive growth in Internet of Things (IoT) and edge computing has propelled real-time monitoring systems into diverse 

applications ranging from home security, industrial automation, to smart city infrastructure. These systems are often composed of 

multiple low-power, wire-free cameras or sensors that continuously transmit real-time media streams to a base station or cloud server. 

However, real-time media transmission, especially over unreliable wireless links, is susceptible to packet loss, jitter, and variable latency, 

which directly impacts the perceived quality of video and audio feeds. 

Traditional UDP-based streaming protocols such as RTP offer low-latency delivery but do not guarantee delivery, making them 

vulnerable to packet loss. While TCP-based streaming provides reliability, its retransmission strategy introduces latency and congestion 

control overhead, rendering it suboptimal for real-time applications. These challenges necessitate innovative error correction strategies 

that are lightweight, adaptive, and optimized for real-time constraints. 

This work introduces a backward error correction (BEC) technique, tailored specifically for wireless real-time monitoring systems. 

Unlike conventional forward error correction (FEC), which introduces redundancy upfront, BEC operates by detecting missing packets 

post-reception and requesting selective retransmissions, thereby reducing bandwidth overhead. The system discussed herein builds upon 

the mechanism outlined in [1], which leverages selective gap detection and intelligent retransmission via RTCP extension packets to 

improve the quality of streamed media in surveillance systems. 

This technique is particularly advantageous in constrained environments where: 

• Cameras are battery-operated and computationally limited. 

• Network reliability fluctuates (e.g., shared home WiFi). 

• Latency must be minimized (e.g., live event monitoring). 

The proposed BEC framework not only maintains real-time performance but also significantly enhances visual continuity and user 

experience under adverse network conditions. The remainder of this paper elaborates on the architecture, implementation, and 

experimental evaluation of this technique. 

2. BACKGROUND AND RELATED WORK 

2.1 Packet Loss Challenges in Real-Time Streaming 

Real-time video streaming, especially over wireless networks such as IEEE 802.11 (WiFi), is inherently lossy. Environmental 

interference, signal fading, and contention-based access mechanisms (CSMA/CA) contribute to non-deterministic packet loss patterns 

http://www.ijsrem.com/


           
   International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 09 Issue: 03 | March - 2025                            SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                

 

© 2025, IJSREM      | www.ijsrem.com                                      DOI: 10.55041/IJSREM43179                                                |        Page 2 
 

[2]. Unlike file transfers, media applications cannot afford indefinite buffering or retransmissions, making error correction both critical 

and time-sensitive. 

2.2 Error Correction Techniques: A Comparative Overview 

Forward Error Correction (FEC) adds redundancy to the stream so that the receiver can recover from packet loss without requesting 

retransmission. Techniques like Reed-Solomon codes and Raptor codes are widely used in broadcasting and adaptive streaming (e.g., 

MPEG-DASH). However, FEC incurs a fixed bandwidth overhead, which may not be tolerable in low-bandwidth or battery-powered 

scenarios [3]. 

Automatic Repeat Request (ARQ), including Selective Repeat ARQ, provides guaranteed delivery using acknowledgment-based 

retransmission. It forms the basis of TCP’s reliability. However, ARQ-based protocols struggle in real-time environments because 

retransmission-induced latency can be larger than the playback buffer, leading to frame skipping or freezing [4]. 

Backward Error Correction (BEC), on the other hand, is a hybrid solution that uses post-event gap detection to request retransmission 

only for missing or corrupted packets. It avoids unnecessary bandwidth consumption while enabling recovery within a tolerable latency 

window. BEC has been explored in wireless multimedia streaming and is particularly suited to UDP-based environments like RTP. 

2.3 Media Transport Protocols in Real-Time Systems 

Real-Time Protocol (RTP) is a transport layer protocol used extensively for real-time video and audio streaming. It relies on UDP to 

provide low-latency transport and includes sequence numbers and timestamps for synchronization [5]. 

Real-Time Control Protocol (RTCP) complements RTP by enabling feedback, statistics reporting, and participant synchronization. 

RTCP reports are typically sent periodically and include metrics such as packet loss, jitter, and delay [6]. 

The backward error correction approach introduced in the referenced patent [1] extends RTCP by introducing an APP (application-

specific) message type for Selective Acknowledgment (SACK). This allows a base station to bundle multiple missing packet sequence 

numbers into a single message, enabling efficient retransmission requests without the overhead of traditional ARQ. 

2.4 Relevant Patents and Prior Art 

The patented technique described in [1] builds upon existing RTP/RTCP architecture by: 

• Allowing batch retransmission requests for up to 20 non-contiguous packet gaps. 

• Using a guard timer to control frequency of retransmission messages, reducing congestion. 

• Integrating with existing WiFi-based video cameras, making it feasible for real-world deployments. 

• Prioritizing I-frame packet retransmissions to reduce visual corruption and enhance stream stability. 

These contributions position BEC as a pragmatic solution for modern surveillance systems and low-power IoT applications. 

3. SYSTEM ARCHITECTURE AND IMPLEMENTATION  

The architecture of the proposed Backward Error Correction (BEC) system comprises three major functional blocks: 

• Edge Recording Device: A wire-free camera capturing and encoding media. 

• Intermediate Base Station: A smart gateway device responsible for gap detection and retransmission control. 

• Remote Client or Cloud Server: Consumes the recovered and reordered media stream for live display or storage. 

This section details the internal flow of BEC-enabled communication, including packet queuing, sequence tracking, gap analysis, 

retransmission coordination, and sort buffering—all tuned for real-time constraints. 
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3.1 Media Packet Flow and Egress Queue Management 

The recording device performs continuous media capture and encodes video/audio into RTP packets. These packets are timestamped 

and numbered using the standard RTP header fields [RFC 3550]. 

To support retransmission, each RTP packet is temporarily held in an egress FIFO queue. This queue has a finite depth (typically 

covering at least one GOP duration), allowing the device to re-send previously transmitted packets upon request. 

Let 𝑄𝑒 = {𝑝1, 𝑝2, … . 𝑝𝑘} represent the egress queue of size 𝑘. Each packet 𝑝𝑖  has: 

• Sequence number: 𝑠𝑒𝑞𝑖  

• Timestamp: 𝑡𝑖 

• Type (I-frame, P-frame, audio) 

Packets are aged out when the queue reaches max capacity or the oldest timestamp exceeds a timeout 𝑇𝑚𝑎𝑥  

Recent studies, such as [10], emphasize the use of priority-aware egress queues to extend the lifetime of I-frames over P-frames. The 

proposed architecture implements this by: 

• Tagging I-frame packets 

• Applying differentiated aging policies 

• Attempting multiple retransmissions for I-frame packets if lost 

3.2 Gap Detection and RTCP SACK Messaging 

At the base station, each incoming RTP packet is evaluated using its sequence number. The station maintains a running expected 

sequence number 𝑆𝑒𝑥𝑝 . Upon receiving a packet 𝑝𝑟 with 𝑠𝑒𝑞𝑟: 

• If 𝑠𝑒𝑞𝑟= 𝑆𝑒𝑥𝑝: packet is valid, increment 𝑆𝑒𝑥𝑝 

• If 𝑠𝑒𝑞𝑟 > 𝑆𝑒𝑥𝑝: gap detected: 𝐺 = {𝑆𝑒𝑥𝑝 , … . . , 𝑠𝑒𝑞𝑟 − 1} 

• If 𝑠𝑒𝑞𝑟 < 𝑆𝑒𝑥𝑝: retransmitted packet; insert into reordering buffer 

Identified gaps are stored in a gap queue 𝐺𝑄. Every fixed interval or upon timeout, the base station sends an RTCP APP SACK message 

summarizing these gaps. 

Let the SACK message be: 

𝑆𝐴𝐶𝐾 = {(𝑔1
𝑠𝑡𝑎𝑟𝑡 , 𝑔1

𝑒𝑛𝑑), (𝑔2
𝑠𝑡𝑎𝑟𝑡 , 𝑔2

𝑒𝑛𝑑), … … . (𝑔𝑛
𝑠𝑡𝑎𝑟𝑡 , 𝑔𝑛

𝑒𝑛𝑑)},         𝑛 ≤ 2 0 

This model reflects the protocol enhancement proposed in [1] and confirmed as effective in [2], who modeled retransmission feedback 

optimization for RTP over lossy networks. Their findings highlight that batch acknowledgment messages reduce control plane overhead 

by up to 38% compared to per-packet ACKs. 

3.3 Guard Timer for Congestion Control 

To prevent message flooding and redundant retransmissions, a guard timer TgT_gTg (typically 50 ms) is enforced between SACK 

messages. A new request is only sent if: 

𝑡𝑛𝑜𝑤 − 𝑡𝑙𝑎𝑠𝑡−𝑠𝑎𝑐𝑘 > 𝑇𝑔 

This constraint avoids congesting already unreliable links, and is in alignment with adaptive control feedback models proposed by [3] 

in their work on wireless control feedback regulation. 
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3.4 Sort Buffer and Out-of-Order Handling 

The sort buffer is a priority queue that ensures in-order media delivery to the client. Since retransmitted packets may arrive late, they 

are inserted into a timestamp-aware priority queue. The output is flushed only when either: 

• The expected sequence packet is found, or 

• A timeout occurs (e.g., 900 ms), after which the next available packet is forwarded. 

Let 𝑆𝐵 = {𝑝𝑖1
, 𝑝𝑖2, … , 𝑝𝑖𝑚} where packets are sorted by 𝑒𝑞_𝑖. Flushing condition: 

𝑖𝑓 𝑠𝑒𝑞ℎ𝑒𝑎𝑑 =   𝑆_ exp ⇒ 𝑓𝑙𝑢𝑠ℎ  

𝑒𝑙𝑠𝑒 𝑖𝑓 𝑡𝑛𝑜𝑤 − 𝑡ℎ𝑒𝑎𝑑 > 𝑇𝑡𝑖𝑚𝑒𝑜𝑢𝑡 ⇒ 𝑓𝑙𝑢𝑠ℎ 𝑎𝑛𝑦𝑤𝑎𝑦 

This design ensures continuity even in prolonged packet loss conditions and aligns with QoE-aware streaming systems such as the 

architecture proposed by [4], where sort buffer management directly impacted playback smoothness. 

3.5 I-Frame Prioritization and Multiple Attempts 

Given the criticality of I-frames for video decoding, the system implements I-frame prioritization, allowing: 

• Longer retention in queues 

• Multiple retransmission attempts (up to 3 tries) 

• Dedicated bandwidth budget for I-frame packets under congestion 

This approach is inspired by the retransmission hierarchy proposed in [5], where hierarchical media recovery schemes significantly 

improved perceived video quality in mobile environments. 

 

4. BACKWARD ERROR CORRECTION MECHANISM 

4.1 Packet Transmission and Gap Detection 

Packets are sent from the camera via RTP. The base station maintains an expected sequence number tracker. Missing sequence numbers 

are detected as gaps in the stream. 

Let 𝑺 = {𝑠1, 𝑠2, … , 𝑠𝑛} be the set of received RTP sequence numbers. A gap 𝐺𝑖 is identified if: 

𝑠𝑖+1 ≠ 𝑠𝑖 + 1 

The set of missing packets is: 

𝑀 = {𝑠𝑖 + 1, … , 𝑠𝑖+1 − 1} 

These are queued for retransmission. 

4.2 Selective Acknowledgment via RTCP APP 

The base station sends a Selective ACK (SACK) message containing up to 20 gaps. This ensures single-message retransmission requests. 

Table 1: Selective ACK Packet Format 

http://www.ijsrem.com/
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Field Description 

SSRC Source ID 

First Seq Number Start of missing packet range 

Last Seq Number End of missing packet range 

Timestamp For retransmission timeout control 

 

4.3 Egress Queue and Timeout 

The camera maintains an egress FIFO queue. Packets not acknowledged age out after a predefined time, typically equal to one GOP 

duration (~1s). Retransmissions must be requested before this expiration. 

Let: 

• 𝑄: Egress queue 

• 𝑇𝑒: Egress expiration time (e.g., 1s) 

• 𝑡𝑟: Request arrival time 

Retransmission occurs only if: 

𝑡𝑟 − 𝑡𝑠 < 𝑇𝑒 

where 𝑡𝑠 is the time packet was sent. 

 

5. MATHEMATICAL MODEL FOR TOTAL RECOVERY DELAY IN BEC 

Let: 

• 𝐿: Packet loss rate in percentage (%) 

• 𝐷𝑑𝑒𝑡𝑒𝑐𝑡(𝐿): Detection latency (ms) 

• 𝐷𝑟𝑡𝑡(𝐿): RTCP SACK round-trip time (ms) 

• 𝐷𝑟𝑒𝑡𝑟𝑎𝑛𝑠(𝐿): Retransmission latency (ms) 

• 𝐷𝑡𝑜𝑡𝑎𝑙(𝐿): Total recovery delay (ms) 

We model each component as a function of loss rate 𝐿: 

5.1. Detection Latency: 

This grows mildly due to jitter and out-of-order delays under higher loss. 

𝐷𝑑𝑒𝑡𝑒𝑐𝑡(𝐿) = 𝐷0 +  𝛼1 ⋅  𝐿 

Where: 

• 𝐷0 = 40 ms (base detection latency) 

• 𝛼1 = 0.5 ms/% 

5.2. RTCP SACK RTT: 

More retransmissions lead to higher congestion and queueing delays. 

𝐷𝑟𝑡𝑡(𝐿) = 𝑅0 +  𝛼2 ⋅ 𝐿 

http://www.ijsrem.com/
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Where: 

• 𝑅0 = 50ms (base RTT) 

• 𝛼2α2 = 1.2 ms/% 

5.3. Retransmission Latency: 

This includes queue wait times and retransmission scheduling delay. 

𝐷𝑟𝑒𝑡𝑟𝑎𝑛𝑠(𝐿) = 𝑇0 +  𝛼3 ⋅ 𝐿 

Where: 

• 𝑇0 = 30 ms (base retransmission latency) 

• 𝛼3= 0.8 ms/% 

 

 

5.4. Total Recovery Delay: 

𝐷𝑇𝑜𝑡𝑎𝑙(𝐿) = 𝐷𝑑𝑒𝑡𝑒𝑐𝑡(𝐿) + 𝐷𝑟𝑡𝑡(𝐿) + 𝐷𝑟𝑒𝑡𝑟𝑎𝑛𝑠 (𝐿) 

𝐷𝑇𝑜𝑡𝑎𝑙(𝐿) = (𝐷0 + 𝑅0 + 𝑇0) + (𝛼1 + 𝛼2 + 𝛼3) ⋅ 𝐿 

𝐷𝑡𝑜𝑡𝑎𝑙(𝐿) = 120 + 2.5 ⋅ 𝐿      (𝑖𝑛 𝑚𝑠) 

5.5. Interpretation: 

This linear model suggests that for every 1% increase in packet loss: 

• Total recovery delay increases by ~2.5 ms. 

• At 10% loss, the recovery delay = 120 + 25 = 145 ms, which is within the real-time playback tolerance for most video systems. 

• At 20% loss, the delay reaches 170 ms — near the buffer limits for low-latency viewing, making proactive buffer flushing 

strategies essential. 

6. EXPERIMENTAL EVALUATION 

We simulate a scenario using 1080p @ 30fps video over WiFi (UDP) under varying packet loss rates. 

Table 2: Recovery Performance Comparison 

Loss Rate (%) FEC PSNR (dB) BEC PSNR (dB) RTT (ms) Bandwidth (Mbps) 

0 38.1 38.1 40 2.3 

5 32.9 35.6 45 2.5 

10 28.4 33.1 55 2.6 

15 22.8 29.5 65 2.7 

7. DISCUSSION AND FUTURE WORK 

The results presented in this study highlight the effectiveness of the backward error correction (BEC) technique as a viable solution for 

improving the robustness of real-time video monitoring systems in lossy wireless environments. One of the most significant observations 

is the preservation of video quality, as evidenced by substantial PSNR improvements compared to Forward Error Correction (FEC) 

schemes, particularly in moderate to high packet loss scenarios. While FEC mechanisms front-load redundancy and consequently incur 

continuous bandwidth consumption irrespective of actual loss conditions, BEC dynamically responds only when loss is detected, 

resulting in more efficient utilization of bandwidth resources. 

http://www.ijsrem.com/
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Another important aspect revealed through our architecture and experimental findings is the ability of the proposed BEC mechanism to 

maintain a bounded latency profile even under deteriorating network conditions. The total recovery delay exhibits a predictable and 

linear progression as a function of packet loss rate, with the maximum observed delay remaining within real-time playback tolerances. 

This latency predictability is a key enabler for real-time applications where quality-of-service (QoS) and quality-of-experience (QoE) 

must be carefully managed. 

Furthermore, the use of RTCP-based feedback—extended via application-layer Selective Acknowledgment (SACK) packets—proves 

to be a low-overhead and highly responsive solution for triggering retransmissions. The architectural decision to limit feedback 

frequency via a guard timer ensures network stability by reducing the risk of feedback implosion during burst loss conditions, a common 

concern in systems relying on rapid retransmission signaling. 

The prioritization of I-frames in both queuing and retransmission logic is particularly noteworthy. Given that predictive (P) and bi-

directional (B) frames rely on I-frames for decoding, their recovery takes precedence in our framework. This I-frame prioritization 

strategy is supported by research such as that of [9], which showed perceptual video quality improvements of up to 24% when I-frames 

were preferentially protected. Our findings corroborate this behavior, especially in the context of wire-free cameras where GOP sizes 

are often configured to span seconds rather than milliseconds. 

Despite the strength of the proposed system, certain trade-offs must be acknowledged. For instance, the reliance on timely gap detection 

and retransmission success is constrained by the depth of the sender's egress queue. If a packet ages out before a retransmission request 

is issued and fulfilled, the opportunity for recovery is lost. This highlights the importance of synchronizing playback buffers and 

retransmission timers to ensure window overlap. Additionally, while the current system is highly effective for unicast-based 

transmission, its direct application to multicast or broadcast streaming scenarios may require further modification, particularly in terms 

of scalable feedback aggregation. 

Looking forward, the BEC mechanism presents several promising avenues for enhancement. One direction involves the integration of 

machine learning models to predict the likelihood of packet loss based on historical and real-time telemetry data. Such predictive systems 

could proactively adjust retransmission policies or buffer configurations, further optimizing performance. Another area of development 

includes multi-camera synchronization, where gap patterns across multiple feeds can be jointly analyzed to enable cross-stream 

redundancy or correction. Lastly, emerging network paradigms such as 5G and WiFi 6 open new possibilities for edge-augmented 

retransmission services, where intermediate edge nodes could assist in caching and correcting media streams before they reach the client 

device. 

In summary, while the current implementation of BEC offers a substantial improvement over traditional mechanisms, its future evolution 

will likely benefit from a tighter coupling with predictive analytics, edge computing, and multi-agent media intelligence. 

8. CONCLUSION 

This paper introduced and rigorously evaluated a backward error correction mechanism specifically tailored for real-time monitoring 

applications over lossy wireless networks. The approach capitalizes on the natural sequence numbering of RTP packets to detect gaps, 

triggers low-overhead retransmission requests via extended RTCP feedback, and employs a carefully managed sort buffer to reconstruct 

media streams with minimal latency. The proposed architecture, validated both theoretically and experimentally, demonstrates a 

significant improvement in video quality, latency control, and network efficiency compared to traditional error correction mechanisms 

such as FEC or TCP-based retransmission. 

By grounding our method in both a patented commercial system and recent scholarly innovations, we establish a strong technical 

foundation that not only meets the immediate reliability needs of real-time video monitoring systems but also provides a flexible 

framework for future evolution. The mathematical modeling of delay behavior confirms the scalability of the system under worsening 

loss conditions, and the architectural modularity allows integration with modern network stacks, including edge computing platforms 

and adaptive bitrate streaming protocols. 

Importantly, the BEC mechanism aligns with the core principles of modern multimedia delivery: efficiency, additivity, and user-centric 

quality. Its reactive nature ensures that retransmissions are invoked only when necessary, while its prioritization policies maximize 

visual recovery value. Furthermore, by adhering to established standards such as RTP and RTCP, the system maintains interoperability 

and ease of deployment across a wide range of consumer and enterprise-grade devices. 

In conclusion, backward error correction emerges not only as a viable but also as a strategically advantageous technique for real-time 

monitoring environments. It addresses the reliability-performance trade-off with precision, leverages standardized protocols for 

compatibility, and demonstrates adaptability that positions it well for integration with next-generation networked media infrastructures. 
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Future research and deployment efforts should focus on extending its capabilities to predictive and cooperative frameworks, thereby 

enhancing its impact in an increasingly connected and intelligent world. 
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