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Abstract 

Heart disease represents one of the top causes of death in different parts of the world, indicating a need for better 

detection as well as more effective risk assessments of this problem at an earlier stage. Here, this paper looks into 

various machine learning methods to predict a person's risks of heart diseases by considering the seven most 

imperative algorithms: Logistic Regression, Naive Bayes, Support Vector Machine, K-Nearest Neighbor, Decision 

Tree, Random Forest, and Adaptive Boosting. By reviewing studies and datasets, we assess how well these 

algorithms work for heart disease prediction. Our findings reveal that machine learning models have significantly 

improved the accuracy of predicting heart disease, in comparison to traditional methods. Among all the above-

mentioned algorithms, Random Forest has given the best results, with some studies reporting up to 93.44% in 

identifying potential heart disease cases. The study ends with the finding that machine learning algorithms are able 

to be really effective at the prediction of heart disease and great potential for actual use, improve patient care and 

help reduce the global impact of heart disease. 

Keywords: Cardiovascular Risk Prediction, Machine Learning Algorithms, Random Forest, Support Vector 

Machine, Predictive Analytics in Healthcare, Early Disease Detection. 

 

1. Introduction 

Worldwide, the majority of people's leading cause of death and illness is cardiovascular disease. [1]. CVD 

encompasses various heart-related, blood-vessel, or blood circulation ailments [2]. Heart disease has become the 

condition most likely to kill a great many of victims since it always impairs one's ability to work [3]. Within the 

last decades, heart disease has become one of the primary causes of death in the world, accounting for 

approximately 17.7 million deaths annually [4]. Taking a diagnosis by specialized doctors for heart disease is 

essential for appropriate treatment, although often very subjective and prone to human errors. 
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It is diagnosed mainly because heart failure has been widely studied and can be complex [5]. Very useful in this 

area have proved to be computer-aided decision support systems [6]. An example here would be that systems using 

data mining techniques can help make the predictions concerning the disease faster and more accurate. Heart 

diseases can arise in various types and may sometimes lead to significant complications, leading to reduced quality 

of life as well as causing death, majorly in the developing countries [7]. A higher death toll from heart failure is 

reported from these regions whose healthcare facilities are less developed as compared to developed regions [8]. 

This justifies the creation of a mechanism that can enable accurate and effective prediction of a patient's possibility 

of heart failure. 

Clinical decision support systems assist physicians in diagnosing diseases and advising on the correct treatment. 

There's a need to test such systems to ensure they operate safely and soundly as expected. [9] Mobile health 

technologies can be adapted to integrate decision support systems on mobile devices. These technologies track 

patients' real-time data, which makes health services more efficient. They assist in checking patients' health without 

physical visits to a health center. [10,11] Improving the monitoring of heart patients can help lower the death rate. 

Usually, people see a heart specialist only when the condition is already advanced. [12] 

Machine learning is very important in medicine. It helps us diagnose, detect, and predict different diseases. 

Recently, there has been more interest in using data mining and machine learning to predict the chances of getting 

certain diseases. There are already some studies that use data mining methods to predict diseases. However, while 

some studies have tried to predict how a disease might progress in the future, they still haven't been able to get 

accurate results. [13] In medicine, a large amount of data is created every day using data mining techniques, which 

helps us discover hidden patterns that can assist in diagnosing diseases. Because of this, data mining is very 

important in healthcare, as shown by the research done over the past few decades. When predicting heart disease, 

it’s important to consider factors like high cholesterol, diabetes, high blood pressure, diabetes, and abnormal pulse 

rates. [14,15] 

Improvements in computing power, parallel processing, and quick data storage have all contributed to the evolution 

of technology. Additionally, it can comprehend the meaning of supplied data and has great predictive capabilities. 

Tasks like object detection, movement modeling, and data reduction have all benefited from the usage of 

technology. Deep learning algorithms extract significant features from input with varying levels of detail by using 

intricate, multi-layered architectures. These algorithms can help find much information in data by focusing on 

seeking a pattern in it. [16, 17, 18] 

To address these challenges, many researchers have developed methods to detect heart disease by considering 

various factors. Most of these methods use machine learning techniques, which are more effective than traditional 

statistical methods in analyzing large datasets with complex interactions [19,20,21,22,23]. Some studies have used 

extensive datasets, relying on historical data collected over time to identify existing diseases. However, until 

recently, the results often focused on detecting abnormal heart patterns without distinguishing between serious 

cases and those that are harmless to health. 

This study examines seven well-known machine learning methods Decision Tree, Naive Bayes, Support Vector 

Machine, Random Forest, K-Nearest Neighbor, Logistic Regression, and Adaptive Boosting to see how well they 

can predict heart disease. By comparing their performance in different studies, the goal is to find the most effective 

methods for heart disease prediction and explore how they could be used in healthcare settings. 
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2. Literature Review 

The authors Ilias Tougui et al. [24] used data mining and machine learning methods in the study to classify heart 

disease. The authors tested six data mining tools Orange, Weka, RapidMiner, Knime, Matlab, and Scikit-learn—

and six machine learning methods Logistic Regression, Support Vector Machine, K-Nearest Neighbors, Artificial 

Neural Network, Naïve Bayes, and Random Forest—to determine the models' sensitivity, specificity, and accuracy. 

The authors used a dataset of 303 cases to test the models. An accuracy of 85.86% was attained by the Artificial 

Neural Network implementation in Matlab. According to the study's findings, machine learning is an effective tool 

for medical diagnosis. It also asserts that the user's ability level influences the tools they choose. 

Pooja Rani et al [25] created a hybrid decision support system for the prediction of cardiac disease based on 

machine learning. The system using the Cleveland dataset employs methods like SMOTE to balance classes, a mix 

of Genetic Algorithm and Recursive Feature Elimination for feature selection, and MICE for handling missing 

data. The classification algorithms used were Random Forest, Naive Bayes, and AdaBoost. It was found that the 

highest accuracy was achieved with Random Forest, which was 86.6%. The research shows how this system can 

be helpful in areas where healthcare facilities are scarce and proposes its potential integration with IoT for real-

time data collection and further extension to other chronic diseases.  

An AI-driven system that detects heart disease is developed by Victor Chang et al. in [26]. The system employs 

Python due to its strong features and libraries, such as Pandas, Matplotlib, and SciPy, for analyzing medical data. 

It tests the efficiency of machine learning methods, including Decision Tree, Random Forest, and K-Nearest 

Neighbors, achieving 83% accuracy using Random Forest. The study underlines the use of predictive analytics in 

healthcare and demonstrates how Python could handle and analyze complex datasets, improve diagnostic precision, 

and offer accessible, scalable solutions to healthcare professionals. The study also covers cybersecurity concerns 

for protecting patient data.  

In the study by Abdul Wahab Ali Almazroi et al. [27], entitled "A Clinical Decision Support System for Heart 

Disease Prediction Using Deep Learning," a deep learning approach is introduced into the prediction of heart 

disease. The study employs a Dense Neural Network built through Keras, which has various hidden layers, in 

analyzing heart disease data from diverse sources. The resulting model was tested for its accuracy, sensitivity, and 

specificity. Generally, this is supposed to have been done under better performances compared to the traditional 

methods of machine learning and ensemble. Extensive testing and cross-validation reveal a great promise for the 

framework with strong and reliable results across many different datasets. The deep model's accuracy reached 83%. 

In the paper by Chintan M. Bhatt et al. [28], different machine learning methods were used successfully for the 

prediction of cardiovascular disease. The researchers point out how early diagnosis significantly decreases death 

due to heart diseases, which have become the principal cause of deaths worldwide. The research used a large dataset 

of 70,000 patient records and applied models such as decision trees, random forests, multilayer perceptron, and 

XGB to improve prediction accuracy. Among them, the best performance was shown by the multilayer perceptron 

model, with an accuracy of 87.28%. The study also points out the limitations of using a single dataset and calls for 

further research to explore additional risk factors and improve the model's general applicability. 

Md. Imam Hossain et al. [29] has focused on the development of a predictive model for cardiovascular disease by 

using different artificial intelligence methods. The paper underlines the need for exploratory data analysis to 

understand the dataset and enhance feature selection, which is very crucial for good prediction. This process 

includes data gathering and preprocessing, feature extraction, and further application of seven different machine 
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learning algorithms: random forest, decision tree, support vector machine, k-nearest neighbors, naive bayes, 

logistic regression, and multilayer perceptron. The dataset with selected features was tested by the application of 

the random forest algorithm, which obtained accuracy at 90%. 

Authors in Maria Teresa Garsia-Ordus et al. [30] explain how, with advanced deep learning techniques and feature 

enhancement methods, they predict heart disease risk. Early detection of heart disease patients greatly impacts 

survival rates, according to them. They investigate the several determinants of heart health including age, gender, 

cholesterol level, and heart rate. The study presents a novel approach that performs better than existing best 

practices by 4.4% while accurately predicting heart disease risk with a value of 90.09%. This paper also discusses 

the traditional methods applied for heart disease prediction, stating their limitations in handling complex 

interactions within large datasets. 

Mohammed Amine Bouqentar et al. in his study [31] discuss the early detection and diagnosis of CVDs based on 

machine learning methods. In this research work, he mentions the significance of CVDs, accounting for about 32% 

of yearly deaths across the globe. So, an efficient prediction tool that can aid in the proper management of such 

diseases by the medical professionals is emphasized. It makes use of various ML algorithms such as logistic 

regression, adaptive boosting, decision tree, random forest, and K-nearest neighbors, support vector machine to 

classify datasets from Cleveland and Statlog with 92% accuracy. The method starts by gathering data and arranging 

it in a particular order and applying these algorithms for accurate classification. The results have shown that the 

early detection and diagnosis of CVDs could be significantly enhanced by ML and thus serve as a useful tool for 

healthcare workers.  

These studies show how crucial it is to test and evaluate machine learning algorithms or data mining tools carefully 

for specific tasks, however some challenges remain despite improvements in ML methods. One of the major 

challenges is the lack of a standard dataset since each work employed a different dataset, making comparison of 

results difficult. Furthermore, most research studies use minimal datasets for their models, and this may lower the 

accuracy of the models. This is due to the fact that ML models require a vast amount of data in order to learn 

appropriately and generate accurate predictions. 

The main issue with these studies is that they primarily compare the effectiveness of various machine learning 

algorithms rather than trying to optimize the hyperparameters. Hyperparameter optimization is an important step 

and may seriously affect how the model trains and performs, but it demands considerable time and computing 

power. In addition, there is little consideration in all these studies about how understandable the models are. If 

healthcare professionals do not clearly understand how a model arrives at its predictions, they will find it difficult 

to have confidence in and use such models in applications. 

3. Methodology 

3.1 The proposed system for predicting heart disease flowchart. 

Fig. 1 illustrates the design structure of the proposed heart disease prediction system. It will then be followed by 

the collection of patient information, which can be inputted via user-friendly interfaces. A pre-trained model is 

used to predict the chance of a patient being diagnosed with heart diseases. It was designed for easy use in 

healthcare delivery to aid in quick decision-making. 

Fig. 1: Flowchart to predict heart diseases using seven types of machine learning algorithms. 
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3.2 Cleveland dataset sources 

Cleveland dataset which was compiled by David Aha in 1987 is the most common reference source for heart 

disease prediction research. There are 303 samples and 76 features in this dataset. There are 13 attributes and 1 

target variable under the most relevant 14 features we selected according to the given study [31]. It indicates 

whether or not there is a heart disease in the target variable. 

3.3 Data preprocessing 

We started the pre-processing stage with duplicate and missing value removals. This involved deleting 16 samples 

from an original 303 samples in the dataset. After that, we handled outliers as they can seriously affect the 

performance of statistical and machine learning models. This process entailed identification and management of 

data points far away from other data points. After addressing the outliers, the next thing is checking the data type 

of the attributes. If not set up appropriately, the incorrect data types could create problems when doing analysis or 

modeling. If that's the case, it should be changed to the right data type. 

All the steps in preprocessing make sure there is no missing and null values for a dataset. Next step in the pipeline 

involves finding out if the dataset contains any outlier, outlier here refer to some of the observations or data that 

varies far and beyond others can badly impact performance in model design. It's easy for it to lead models over fit 

as well as under fit resulting to highly biased. 

The use of box plots for every dataset feature is the most common way to identify outliers. Box plots are used in 

order to get a visual understanding of the distribution of data, and thus the identification of outliers in the data set 

is quite easy. Through box plots, outliers can be identified and removed or treated separately. 
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Table 1: The Cleveland Dataset's attributes 

Attribute Description Data Type 

age The patient's age in years Numerical 

sex Patient sex (0 = female, 1 = male) Categorical 

cp Type of chest pain (0 = typical angina, 1 = atypical angina, 2 = non-

anginal discomfort, 3 = asymptomatic) 

Categorical 

trestbps Blood pressure at rest (mm Hg) Numerical 

chol Cholesterol levels in serum (mg/dl) Numerical 

fbs Blood sugar level during fasting > 120 mg/dl (1 = true, 0 = false) Categorical 

restecg  Results of a resting electrocardiogram (0 = normal, 1 = abnormal ST-

T wave, 2 = likely or certain left ventricular hypertrophy) 

Categorical 

thalach  The highest heart rate attained while exercising Numerical 

exang  Angina brought on by exercise (1 = yes, 0 = no) Categorical 

oldpeak  Exercise-induced ST depression in comparison to rest Numerical 

slope  The exercise ST segment's peak slope (0 = upsloping, 1 = flat, and 2 = 

down sloping) 

Categorical 

ca  Number of fluoroscopy-colored major vessels (0–3) Numerical 

thal  Thalassemia is a type of blood disorder (0 = normal, 1 = fixed defect, 

2 = reversible defect) 

Categorical 

target  Heart disease (0 = no, 1 = yes) is present Categorical 
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Fig. 2: Cleveland database box plots 
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Fig 3: Histogram matrix of features 
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Fig 4: Count plot distribution of instances based on features 

 

 

 

3.4 Feature Selection and Reduction 

Analyzing feature importance across studies underlined several vital factors that foretell the possibility of heart 

diseases. 

1. Age consistently stood out as a key factor, which aligns with well-known medical insights about cardiovascular 

risk [38]. 

2. Chest pain type was often recognized as an important predictor, emphasizing its role in diagnosing heart disease 

[39]. 

3. The maximum heart rate reached during exercise testing was frequently ranked as highly important, highlighting 

the usefulness of stress tests in assessing risk [40]. 
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4. The number of major vessels seen in fluoroscopy was consistently important, showing that coronary artery 

imaging plays a key role in prediction [41]. 

5. ST depression caused by exercise compared to rest was often emphasized, stressing the importance of ECG 

changes in identifying heart disease risk [42]. 

3.5 Correlation table 

A correlation table is created to analyze the relationships between different categories. As shown in figure, mean 

arterial pressure, cholesterol, and age were strongly correlated. This matrix also helps in examining how features 

depend on each other. 

Fig 5: Heatmap-correlation matrix table 
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3.6 Modeling 

The dataset was split into two datasets with 80% for training and 20% for testing. It trained the model on the 

training data and reported its performances on the test data. Clustering data is used to test the effectiveness of 

various classifiers using a variety of algorithms, including K-Nearest Neighbor, Support Vector Machine, Adaptive 

Boosting, Naive Bayes, Random Forest, Decision Tree, and Logistic Regression. Accuracy, precision, recall, and 

F1 score are then used to assess each classifier's performance. 

 

3.6.1 Logistic Regression 

Logistic regression is a classification algorithm that predicts the value of variable Y with two or more possible 

outcomes: 0 or 1 for binary classification, and more than two for multi-class classification. The probability that 

input X belongs to class 1 is calculated using the logistic regression equation. [32] 

(
𝑝

1 − 𝑝
) = 𝑏0 + 𝑏1𝑥 

3.6.2 Naive Bayes 

It is a Bayes' theorem-based probabilistic classifier. It is effective in many classification tasks: document 

categorization, spam filtering, and so forth; for instance, it can be used to diagnose diseases. The algorithm uses 

the assumption that features applied for the prediction are independent of each other. Using Bayes' theorem, it 

calculates the posterior probability of the class: [33] 

 𝑃(𝐴/𝐵) =
P(B/A)×P(A)

P(B)
 

 

3.6.3 Support Vector Machine 

This algorithm classifies data using a hyperplane in such a way that samples from one class lie on one side and 

samples of the other class lie on the other side. To increase the distance between two classes, it moves the 

hyperplane. The data points from each class that are nearest to the hyperplane are known as support vectors. The 

following support vectors are used for the technique.: [32]. 

 

𝑤0
𝑇𝑥 + 𝑏0 = 1𝑜𝑟𝑤0

𝑇𝑥 + 𝑏0 = −1 

 

3.6.4 K-Nearest Neighbor 

One technique for classifying a data point based on how close it is to the nearest group of points is K-Nearest 

Neighbor [34]. The Euclidean distance formula, which is listed below, is used to calculate the distance between the 

data points. 
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𝑑 = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 

 

3.6.5 Decision Tree 

The primary uses of a decision tree are data cleaning and pattern recognition. In any dataset, there are some features 

that are more important than others. Using the Gini Index, irrelevant features or those features that are marginally 

relevant can be discovered and removed. For the building of a decision tree, every node is chosen through 

conditional probability calculations. Features with low Gini Index are selected and then these features are used to 

generate rules. In the field of bioinformatics, decision trees can be used especially in the diagnosis and prediction 

of diseases. The Gini Index is computed by the formula below. [35]. 

𝐺 = ∑ 𝑝(𝑖)

𝐶

𝐼=1

∗ (1 − 𝑝(𝑖)) 

 

3.6.6 Random Forest 

The Random Forest algorithm is constructed on a collection of Decision Trees, as a forest is the aggregate of 

numerous trees. The Random Forest method employs outcomes from a vast range of trees. Therefore, every tree 

produces a classification decision, and the forest chooses the most voted tree. Regression analysis employs the 

following formula to find the average of all trees. [36] 

𝐺𝑖𝑛𝑖 = 1 − ∑(𝑝𝑖)
2

𝐶

𝑖=1

 

3.6.7 Adaptive Boosting 

Adaptive boosting, simply termed as AdaBoost, is one of the boosting algorithms used on weak learners to improve 

their performance. It begins by training a classifier on the original data set. Subsequent iterations of the classifier 

follow, each overlearning the previous one and trying to correct its mistakes. Each classifier is trained on a different 

subset of the data, created by assigning weights to data points. Instances that were misclassified are given higher 

weights, increasing their chances of being included in the next subset. This is a sequential process, and weak 

classifiers are combined using a cost function to produce a stronger classifier. The accuracy of the final prediction 

is improved by giving more weight to better classifiers. With AdaBoost, you can define the weak classifier to be 

boosted, and by default, the decision tree is used. [37] 

3.7 Performance evaluation measures: 

The performance of the machine learning models was evaluated by different metrics, such as: 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+TN+FN
   (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
    (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
    (3) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

4.Results and Discussion 

A multiple review of studies and datasets is, therefore, important in emphasizing the efficiency of machine learning 

algorithms and their potential to predict heart disease. In the section, these key conclusions are underlined, with 

implications on cardiovascular risk determination. 

4.1 Algorithm Performance 

To make our system much more effective, we tested it using the Cleveland heart disease dataset and seven different 

machine learning algorithms. We assessed those using several different performance metrics, namely accuracy, 

precision, recall, and F1 score. This allowed us to view each model's performance from different angles and get an 

understanding of how accuracy versus those factors such as false positives or false negatives trade off with one 

another. We trained and compared all the algorithms on the same dataset with the same evaluation criteria to 

identify the best-performing model. We carefully selected, implemented, and fine-tuned the algorithms to ensure 

our results were accurate and trustworthy. 

Fig 6: Confusion matrix using Random Forest applied to the Cleveland heart disease data
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Fig 7: The dataset on Cleveland heart disease was used to test seven distinct machine learning algorithms. 

 

Fig 8: The Random Forest algorithm's maximum accuracy on the Cleveland heart disease dataset. 
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Table 2: Model performance on the training dataset. 

Models Accuracy Precision Recall F1-score 

LR 83.47% 76.57% 85.85% 80.24% 

NB 83.47% 79.27% 83.80% 80.95% 

SVM 84.71% 77.47% 87.75% 81.69% 

KNN 72.31% 67.56% 70.75% 68.46% 

DT 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

AdaBoost 92.15% 90.09% 92.59% 90.98% 

Table 3: Model performance on the testing dataset. 

Models Accuracy Precision Recall F1-score 

LR 85.25% 81.48% 84.61% 82.47% 

NB 85.25% 77.77% 87.5% 81.69% 

SVM 81.97% 74.07% 83.33% 78.24% 

KNN 67.21% 66.66% 62.06% 63.93% 

DT 81.97% 81.48% 78.57% 79.47% 

RF 93.44% 92.59% 92.59% 92% 

AdaBoost 90.16% 92.59% 86.20% 88.89% 

 

Table 4: A comparison between the suggested performance and earlier research 

Year Author Dataset Algorithms Accuracy 

2020 Ilias Tougui et al 

[24] 

Cleveland 

heart disease 

ANN, KNN, LR, SVM, NB, 

RF 

85.86% 

2021 Pooja Rani et al 

[25] 

Cleveland 

heart disease 

RF, NB, LR, AdaBoost, 

SVM 

86.6% 

2022 Victor Chang et al 

[26] 

Cleveland 

Heart disease 

RF, KNN, DT, SVM, LR 83% 

2023 Abdul Wahab Ali 

Almazroi et al [27] 

Cleveland 

Heart disease 

 

DL, KNN, SVM, GP, DT, 

NB, QDA, AdaBoost, 

Bagging, Boosting 

83% 

2023 Maria Teresa 

Garsia-Ordus et al 

[30] 

11 Clinical 

features heart 

disease 

RF, XGB, GNB, AdaBoost, 

DT, KNN, MLP 

90.09% 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                             Volume: 09 Issue: 03 | March - 2025                            SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                       

 

© 2025, IJSREM      | www.ijsrem.com                                     DOI: 10.55041/IJSREM42884                                                     |        Page 16 
 

2024 Mohammed Amine 

Bouqentar et al 

[31] 

Cleveland 

heart disease 

SVM, DT, RF, LR, 

AdaBoost, KNN 

92% 

2025 Proposed Work Cleveland 

heart disease 

LR, NB, SVM, KNN, DT, 

RF, AdaBoost  

93.44% 

 

5.Conclusion 

This is a dangerous condition that can lead to heart attacks or even death. Using the data on heart disease, this study 

examined how the application of machine learning techniques aids in the prediction of heart disease. Because 

imbalanced datasets produce biased results when used in the training of an ML model, there was preparation in 

dealing with missing values, normalizing the dataset, and balancing the dataset. Various machine learning 

algorithms were tested. With an accuracy of 93.44%, the best results were attained by the Random Forest. It aimed 

to seek direct and efficient methods of machine learning that could lead to reliable output on such a dataset. This 

study is in its early stages about using ML techniques, and the results suggest that it could be a very useful tool for 

improving patient care. 

Future Work 

Current machine learning models used to predict heart disease present several challenges. Most are without a 

diverse dataset, and they are often difficult to interpret. Moreover, their real-time assessments are poor. Current 

successful models cannot be tested for the long term, and there exists a problem while using the models on various 

populations. In addition to these, ethical considerations and how to integrate it into the healthcare system pose 

some difficulties. By solving these issues, it would greatly help make the accuracy, reliability, and acceptance of 

ML tools for predicting heart disease risk much greater and contribute to better personalized care and improved 

patient outcomes. 
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