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Estimating Potential Customer Churn in Industries Employing Deep 

Neural Network Model 

 

 

 

ABSTRACT 

Data Science and Machine Learning are being used 

extensively for business analytics. One of the major 

applications happens to be estimating churn and 

attrition rates. In today’s competitive market 

landscape, retaining customers is as crucial as 

acquiring new ones. Churn rate, which measures 

the proportion of customers who discontinue their 

relationship with a business over a specific period, 

is a critical metric for companies across industries. 

Forecasting churn enables businesses to 

proactively address customer dissatisfaction and 

refine their strategies to retain valuable clients. By 

understanding the likelihood of churn, companies 

can make informed decisions to sustain growth and 

profitability. The proposed approach combines 

swarm intelligence and neural networks to forecast 

churn rates. The results clearly indicate that the 

proposed approach outperforms existing baseline 

approaches in terms of forecasting  accuracy. 
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I. Introduction 

Machine Learning is being used extensively to 

evaluate market conditions and develop optimize 

approaches. With the rise of machine learning and big 

data analytics, companies can now forecast churn with 

greater accuracy [1]. These technologies analyze vast 

datasets to detect subtle patterns and indicators of 

churn that may be overlooked by traditional methods. 

For instance, a sudden drop in product usage or a spike 

in support ticket submissions can signal dissatisfaction 

[2]. By integrating these insights into their customer 

relationship management systems, businesses can 

automate responses and take timely actions to mitigate 

churn risk [3]. One important application happens to 

be estimating attrition or churn rates. Churn not only 

signifies lost revenue but also reflects potential issues 

in product quality, service satisfaction, or customer 

engagement [4]. High churn rates can cripple a 

company’s growth, especially in subscription-based 

industries like telecom, SaaS, and streaming services, 

where recurring revenue is vital [5]. Moreover, the 

cost of acquiring new customers often surpasses that 

of retaining existing ones, making churn a significant 

financial concern. Therefore, accurately forecasting 

churn helps in identifying weak points in the customer 

journey that need immediate attention [6]. 

Forecasting churn involves using historical data, 

customer behavior patterns, and predictive analytics to 

estimate the likelihood of a customer leaving [7]. This 

insight allows businesses to tailor personalized 

interventions—such as targeted promotions, loyalty 

programs, or enhanced support services—before 

customers decide to leave. In industries such as 

banking and insurance, where long-term relationships 

are valuable, churn forecasting serves as an essential 

tool for maintaining customer satisfaction and trust 

[8]. 

II. Existing Machine Learning Models for Churn 

Prediction  

 

Traditional machine learning models like logistic 

regression, decision trees, random forests, and support 

vector machines have been widely used in churn 

prediction tasks [8]. These models rely on structured 

data such as customer demographics, transaction 

history, service usage, and feedback. These models 

require careful feature engineering and selection to 

achieve optimal results, but they are generally efficient 

and easy to implement [10]. 

Deep learning models, especially artificial neural 

networks (ANNs), have gained traction due to their 
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ability to learn hierarchical representations from raw 

data [11]. Recurrent Neural Networks (RNNs) and 

Long Short-Term Memory (LSTM) networks are 

particularly effective in handling time-series data, 

making them ideal for analyzing customer behavior 

over time [12]. Convolutional Neural Networks 

(CNNs), though traditionally used in image 

processing, have also been adapted for churn 

prediction by treating sequential data as matrices [13]. 

Deep learning models can automatically extract 

features and capture nonlinear relationships, although 

they typically require large datasets and more 

computational resources [14]. 

While both ML and DL models can effectively 

forecast churn, their applicability depends on the data 

and business context [15]. Machine learning models 

are preferable when interpretability and lower 

computational costs are critical. In contrast, deep 

learning models excel in scenarios involving complex 

and high-dimensional data, such as user activity logs 

and behavioral sequences [16].  

 

 

III. Proposed Methodology 

The proposed methodology presents an amalgamation 

of the following two approaches: 

 

1. Particle Swarm Optimization (PSO) 

2. Artificial Neural Networks (ANN) 

 

Each of the approaches are explained next. 

 

The PSO: 

The PSO algorithm is an evolutionary computing 

technique, modeled after the social behavior of a flock 

of birds. In the context of PSO, a swarm refers to a 

number of potential solutions to the optimization 

problem, where each potential solution is referred to 

as a particle [17]. The aim of the PSO is to find the 

particle position that results in the best evaluation of a 

given fitness function. In the initialization process of 

PSO, each particle is given initial parameters 

randomly and is ‘flown’ through the multi-

dimensional search space [18]. During each 

generation, each particle uses the information about its 

previous best individual position and global best 

position to maximize the probability of moving 

towards a better solution space that will result in a 

better fitness. When a fitness better than the individual 

best fitness is found, it will be used to replace the 

individual best fitness and update its candidate 

solution according to the following equations [19]: 

 

𝐯𝐢𝐝(𝐭) = 𝐰 × 𝐯𝐢𝐝(𝐭 − 𝟏) + 𝐜𝟏Ø𝟏 ( 𝐩𝐢𝐝 - 𝐱𝐢𝐝 (t-

1))+ 𝐜𝟐Ø2(pgd-𝐱𝐢𝐝(t-1))                           (1) 

 𝐱𝐢𝐝(𝐭) = 𝐱𝐢𝐝(𝐭 − 𝟏) + 𝐯𝐢𝐝(𝐭)                (2) 

 

Table. 1 List of variables used in PSO equations. 

v  The particle velocity 

x  The particle position 

t  Time 

c1,c2 Learning factors 

Φ1 ,Φ2  Random numbers between 0 and 

1 

pid Particle’s best position 

pgd Global best position 

w  Inertia weight 

 

The PSO is used to adaptively update the weights of 

the neural network based on the minimization of the 

performance function.  

 

The ANN Model: 

The ANN model is one of the most powerful 

regression models which has been used multiple times 

for traffic speed forecasting [20]. The mathematical 

model of the ANN is depicted in figure 1. 

 

 
Fig.1 Mathematical Model of Neural Network 
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The output of the neural network is given by: 

 

    𝑦 = 𝑓(∑ 𝐗𝐢𝐖𝐢  +    Ɵ)𝐧
𝐢=𝟏          (4) 

Where, 

 Xi represents the signals arriving through various 

paths,  

Wi represents the weight corresponding to the various 

paths and  

Ɵ is the bias.  

 

In this approach, the back propagation based neural 

network model has been used. A backpropagation 

neural network for traffic speed forecasting typically 

consists of an input layer, one or more hidden layers, 

and an output layer. The number of nodes in the input 

layer corresponds to the features used for prediction. 

The hidden layers contain nodes that learn and capture 

the intricate patterns within the data, while the output 

layer provides the predicted value. The training of a 

backpropagation neural network involves the iterative 

application of the backpropagation algorithm [21].  

 

The training rule for the back propagation used in this 

approach is given by: 

 

Considering the loss/cost function as the mean squared 

error, the weight update algorithm is [22]:  

𝒘𝒌+𝟏 = 𝒘𝒌 − [𝑱𝒌𝑱𝒌
𝑻 + 𝝁𝑰]

−𝟏
𝑱𝒌

𝑻𝒆𝒌   (5)                          

Here, 

k is the iteration number 

𝑤𝑘+1 is weight of next iteration, 

𝑤𝑘     is weight of present iteration 

𝐽𝑘       is the Jacobian Matrix and is given by the terms 

𝐽𝑘 =
𝜕2𝑒

𝜕𝑤2 i.e. the second order rate of change of errors 

with respect to weights 

𝐽𝑘
𝑇      is Transpose of Jacobian Matrix 

𝑒𝑘      is error of Present Iteration 

𝜇 is step size i.e. amount by which weight changes in 

each iteration 

𝐼  is an identity matrix, with all diagonal elements 

equal to 1 and other elements 0. 

 

During the training process, historical data is used to 

feed the network, and the algorithm calculates the 

error between the predicted and actual values. This 

error is then propagated backward through the 

network, adjusting the weights and biases of the 

connections to minimize the prediction error. This 

iterative process continues until the network 

converges to a state where the error is minimized. 

The training is stopped based on the mean square error 

or mse given by: 

𝒎𝒔𝒆 =
∑ 𝒆𝒊

𝟐𝒏
𝒊=𝟏

𝒏
                      (6) 

 

Proposed Algorithm: 

The algorithm of the proposed approach is presented 

subsequently: 

 

Start 

{ 

Step.1 Extract dataset and divide data into the ratio of 

70:30 for training : testing. 

Step.2 Assign input and target variables. 

Step.3 Initialize weight matrix randomly. 

Step.4 To train the network, employ the following 

training rule: 

𝑤𝑘+1 = 𝑤𝑘 − [𝐽𝑘𝐽𝑘
𝑇 + 𝜇𝐼]

−1
𝐽𝑘

𝑇𝑒𝑘 

Step.5 If (cost function stabilizes) 

 Truncate training 

 Else if (max. iterations are over) 

 Truncate Training 

 Else 

 Feedback errors as inputs to subsequent 

iteration. 

Step.6  if (error is stable through validation checks i.e. 

consecutive iterations) 

           Stop training 

           else if (maximum iterations are over even 

without error stabilization) 

           Stop Training 

           else 

           { 

           Feed next training vector 

           Back propagation of error 

          } 

Step.7: Simulate model to forecast samples. 

Step.8 Compute performance metrics. 
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} 

Stop 

 

 

The final computation of the performance metric is the 

mean absolute percentage error given by: 

 

𝑴𝑨𝑷𝑬 =
𝟏𝟎𝟎

𝑴
∑

𝑬−𝑬𝒊|

𝒊
𝑵
𝒊=𝟏              (7) 

 

The accuracy of prediction is computed as: 

 

𝑨𝒄 = 𝟏𝟎𝟎 − 
𝟏𝟎𝟎

𝑴
∑

𝑬−𝑬𝒊|

𝒊
𝑵
𝒊=𝟏  %             (8)            

 

Here, 

n is the number of errors 

i is the iteration number 

E is the actual value 

𝐸𝑖 is the predicted value 

 

IV. RESULTS AND DISCUSSIONS 

 

The proposed model is implemented on MATLAB 

due to the availability of in built mathematical 

functions for analysis of traffic volume. The data 

parameters used are: 

Age, gender, tenure, usage frequency, support calls, 

payment delay, subscription type, contract length, 

total spend, and last interaction. 

The target variable is churn: 

(1: Yes, 0: No) 

While other parameters may also be important, the 

limited set of parameters are chosen to design a 

streamlined model The results are presented next. 

 

 
Fig.2. Raw Data 

 

Figure 2 depicts the raw data with: 

1= Churn 

0= No Churn 

 
Fig.3 Regression 

 

The figure above depicts the regression obtained in the 

proposed approach which is a sort of similarity among 

two random variables. The maximum allowable 

regression is unity depicting complete similarity. 
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Fig.4 Performance Function 

 

The performance function that decides the 

culmination of training is the mean squared error or 

mse. 

 

 
Fig.5 Training States 

 

The training state parameters such as gradient, 

combination co-efficient and validations checks are 

depicted in the figure above. 

 

 
Fig.6 Accuracy of Proposed Work 

 

The above figure shows that the accuracy of the 

proposed work is 95.77% 

 

The summary of results with comparison with 

previous work is presented in table 1. 

 

Table. 1 Summary of Results 

S.No PARAMETER VALUE 

1. Samples 64,000 

2. Model  PSO-ANN 

3. Target 1=Churn 

0=No Churn 

4. Regression 0.9389 

5. Accuracy 

(Proposed Work) 

95.779% 

6. Accuracy  

(Previous Work) 

81% 

7. Approach 

(Proposed Work) 

Back 

Propagation with 

PSO based 

Optimization  

8. Approach  

(Previous Work) 

[23] 

Gradient 

Boosting (BGM) 

 

The summary of results is presented in table 1. The 

performance of the proposed approach (Accuracy of 

95.77%) is found better compared to previously 

existing technique [1] which attains a Accuracy of 

81%% using the Gradient Boosting (GBM) model. 
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The improvement in the results can be attributed to the 

optimization in the training process  

 

V. CONCLUSION 

Forecasting churn is not just a reactive tool but a 

strategic asset in today’s customer-centric 

economy. It empowers organizations to stay ahead 

of customer behavior, reduce attrition, and foster 

lasting relationships. As competition intensifies 

and customer expectations evolve, the ability to 

predict and prevent churn will increasingly define 

a company’s success. Industries that invest in 

churn forecasting capabilities position themselves 

better for resilience and growth in a dynamic 

marketplace. The proposed work combines swarm 

intelligence and machine learning to forecast churn 

rate. It has been shown that the proposed approach 

combining swarm intelligence and neural networks 

obtains improved forecasting accuracy for churn 

compared to existing approaches in the domain. 
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