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The rapid growth of quick-commerce platforms 

has revolutionized consumer shopping behavior by 

offering unmatched speed, convenience, and AI-

driven personalization. This study investigates 

consumer perceptions of AI-driven marketing 

techniques in quick-commerce, focusing on pricing 

algorithms, promotional fairness, and data privacy. 

Through a structured survey, data was collected from 

70 respondents, categorized by demographics and 

attitudes towards AI recommendations. The findings 

highlight that consumers prioritize speed but express 

concerns over AI transparency and dynamic pricing. 

Statistical tests, including a Chi-Square test, 

regression analysis, and reliability testing 

(Cronbach’s Alpha), reveal no significant 

relationship between demographics and AI fairness 

perceptions, confirming the robustness of the 

collected data. Recommendations include enhancing 

transparency in AI decision-making, clearer 

disclosure of pricing mechanisms, and strengthening 

consumer data privacy practices. The study 

contributes to ongoing discussions on ethical AI 

practices, emphasizing the need for a responsible, 

transparent, and consumer-centric approach in AI 

applications in quick-commerce marketing 
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I. INTRODUCTION 

 

A Quick-commerce, a rapidly growing sector of e-

commerce, has fundamentally altered consumer 

shopping behavior by prioritizing speed, convenience, 

and personalized experiences. Leveraging artificial 

intelligence (AI), quick-commerce platforms have 

optimized operations and marketing strategies to 

provide tailored recommendations, predictive pricing, 

and real-time promotions. These advancements 

promise to enhance the consumer experience, but they 

also introduce significant ethical challenges. As AI 

algorithms become more integrated into decision-

making processes, concerns over data privacy, 

algorithmic bias, and the transparency of AI-driven 

systems have come to the forefront. 

Quick-commerce relies on AI to optimize inventory 

management, route planning, and personalized 

marketing, using vast amounts of consumer data to 

drive its algorithms. The integration of AI has enabled 

platforms such as Blinkit, Swiggy Instamart, and 

Zomato to deliver products within minutes, reshaping 

consumer expectations and market dynamics. However, 

the rapid adoption of AI in quick-commerce marketing 

has raised critical ethical questions regarding the 

collection, usage, and security of consumer data, as 

well as the fairness and transparency of AI-driven 

decisions . 

Given the rapid pace of AI implementation, it is 

essential to address these ethical concerns to ensure 

that AI-driven marketing practices do not compromise 

consumer trust or violate ethical principles. As AI 

systems become more complex and ubiquitous in 

quick-commerce, the need for a comprehensive ethical 

framework to guide AI practices has never been more 

pressing. This framework must balance the advantages 

of AI in enhancing customer experiences with the 

responsibility to protect consumer rights and uphold 

ethical standards. 

A. Problem Statement 

The integration of AI into quick-commerce marketing 

presents a dual-edged sword: on one hand, it enables 
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highly personalized and efficient consumer 

experiences, but on the other hand, it introduces ethical 

concerns such as data privacy violations, algorithmic 

bias, and lack of transparency. The problem lies in 

finding a way to leverage AI to drive business growth 

while respecting ethical principles and protecting 

consumer rights. Without addressing these concerns, 

AI could erode trust between businesses and 

consumers, undermining the potential of quick-

commerce platforms to deliver long-term value . 

B. Objectives of the Study 

This study aims to explore the ethical implications of 

AI in quick-commerce marketing and develop a 

framework for responsible AI practices. The specific 

objectives are as follows: 

⚫ Outline the Main Ethical Issues: Identify and 

discuss the ethical challenges associated with AI 

in quick-commerce marketing, including data 

privacy, algorithmic bias, and transparency. 

⚫ Develop an Ethical Framework: Propose a 

comprehensive framework for responsible AI 

usage in quick-commerce, focusing on principles, 

guidelines, and best practices. 

⚫ Evaluate Current Practices: Assess the state of 

ethical AI practices in the quick-commerce 

industry, highlighting areas for improvement. 

⚫ Propose Practical Recommendations: Provide 

actionable recommendations for businesses, 

policymakers, and industry stakeholders to 

implement ethical AI practices, ensuring a 

sustainable and trustworthy digital ecosystem . 

C. Scope of the Study 

The scope of this study is primarily focused on the 

ethical implications of AI in quick-commerce 

marketing, with a particular emphasis on the ethical 

concerns raised by AI in developed countries. The 

study will cover the following areas: 

 

⚫ AI Applications: The research will explore 

various AI applications, including personalized 

recommendations, targeted advertisements, 

chatbots, and predictive analytics. 

⚫ Ethical Issues: The study will examine the 

primary ethical issues involved, such as data 

privacy, algorithmic bias, transparency, and 

consumer protection. 

⚫ Industry Players: The study will analyze how 

major quick-commerce companies operate and 

their current stance on ethical AI practices. 

⚫ Regulatory Landscape: The research will also 

review relevant regulations and industry standards 

related to AI ethics, focusing on how businesses 

are required to handle consumer data and AI 

decision-making . 

 

 

II. LITERATURE REVIEW 

The rapid integration of artificial intelligence (AI) in 

marketing, particularly in the quick-commerce sector, 

has significantly transformed consumer experiences. 

However, as AI-driven technologies continue to 

evolve, ethical concerns related to privacy, algorithmic 

bias, and transparency have emerged as critical issues. 

This section synthesizes the existing literature on AI in 

marketing and examines the ethical implications that 

arise when these technologies are applied in quick-

commerce platforms. 

 

A. Ethical Implications of AI in Marketing 

 

The integration of AI in marketing provides businesses 

with tools to enhance personalization and efficiency in 

consumer engagement. However, ethical concerns 

surrounding data privacy, algorithmic bias, and 

transparency are pervasive. Arrieta et al. (2020) 

discussed the importance of Explainable AI (XAI), 

emphasizing how AI systems should be transparent 

and interpretable to ensure ethical accountability. They 

argue that without explainability, AI algorithms could 

act as a "black box," making it difficult for both 

consumers and businesses to understand how decisions 

are made, leading to potential ethical violations in 

decision-making processes . 

Additionally, Soundarapandiyan et al. (2024) identified 

that AI algorithms in marketing could inadvertently 

perpetuate algorithmic bias, particularly when trained 

on biased datasets. This bias could lead to 
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discriminatory outcomes, such as excluding certain 

demographic groups from marketing campaigns or 

offering unfair pricing to certain individuals based on 

their historical data. The authors argue for the 

development of fairer AI systems that include diverse 

datasets and implement fairness measures to prevent 

such bias . 

 

B. AI and Data Privacy Concerns 

 

Data privacy is one of the most critical ethical 

concerns in AI marketing. With AI systems relying 

heavily on personal data to drive personalized 

recommendations and pricing, the risk of unauthorized 

data usage or breaches is significant. Zaharia et al. 

(2024) highlighted that consumers are often unaware 

of the extent to which their personal data is collected, 

stored, and used. They call for stricter regulations and 

more transparent data handling practices to ensure that 

businesses respect consumer privacy while leveraging 

AI technologies . 

 

In the context of quick-commerce, where large 

volumes of sensitive data are continuously collected in 

real-time, maintaining privacy is even more crucial. 

Raj et al. (2024) noted that as quick-commerce 

platforms aim for faster and more personalized 

experiences, they may inadvertently overlook 

consumer consent and data security, making it essential 

for companies to establish clear data privacy policies 

and consent mechanisms . Furthermore, the GDPR and 

CCPA have set new standards for consumer data 

protection, requiring companies to explicitly disclose 

their data collection practices and allow consumers to 

control the data they share. 

 

C. Transparency in AI Marketing Decisions 

 

Transparency in AI decision-making is essential for 

maintaining consumer trust. Many AI systems, 

especially those used in quick-commerce marketing, 

lack sufficient transparency, making it difficult for 

consumers to understand how decisions, such as 

personalized pricing and promotional offers, are made. 

Gonçalves et al. (2023) emphasized that businesses 

should prioritize transparent AI systems to foster trust 

and ensure consumers are not misled by algorithms. 

They suggest that AI decision-making processes 

should be documented and disclosed, and consumers 

should be able to question and review AI-generated 

decisions . 

 

Rau et al. (2023) argued that AI transparency becomes 

particularly crucial in quick-commerce, where 

customers are often unaware of how dynamic pricing 

algorithms operate. They suggested that quick-

commerce platforms should integrate explainable AI 

techniques, enabling consumers to understand how 

their behavior influences pricing and promotions. By 

enhancing transparency, these platforms could 

significantly reduce consumer concerns about 

manipulation and exploitation . 

 

D. Ethical AI Frameworks and Best Practices 

 

Several scholars have proposed frameworks for 

developing ethical AI systems that promote fairness, 

transparency, and privacy protection. Benkert (2019) 

presented a set of guidelines for marketers to 

implement responsible AI in marketing, emphasizing 

the need for regular audits of AI systems to ensure that 

they are not biased and that they adhere to ethical 

standards. These audits should focus on detecting 

discriminatory outcomes and assessing the 

transparency of the AI system's decision-making 

processes . 

Hermann (2022) further emphasized the importance of 

consumer education in fostering trust in AI-driven 

systems. She suggested that companies should actively 

engage consumers in understanding how AI works, the 

benefits of personalization, and the potential risks 

involved. By providing users with control over their 

data and AI settings, businesses can promote a more 

ethical approach to AI marketing . 

Finally, Vignesh and Patel (2024) proposed that AI 

systems should be designed to provide consumers with 

opt-out options, allowing them to control how much 

data is shared for personalization purposes. This would 

empower consumers and give them more autonomy 

over the data they share with quick-commerce 

platforms . 

 

III. RESEARCH METHODOLOGY 

 

This section outlines the research approach, data 

collection methods, sampling strategy, ethical 
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considerations, and data analysis techniques used in 

this study to investigate the ethical implications of AI 

in quick-commerce marketing. 

 

A. Research Approach 

 

The research employs a quantitative research approach 

to analyze consumer perceptions and attitudes towards 

AI-driven marketing techniques in the quick-

commerce sector. A structured survey was designed to 

capture responses regarding AI-based pricing, 

promotional fairness, and data privacy concerns. This 

approach was selected to quantify consumer opinions 

and identify potential correlations between 

demographic factors and their views on AI ethics. 

 

B. Data Collection Method 

 

Primary data were collected through an online survey 

distributed to consumers actively using quick-

commerce platforms. The survey included multiple-

choice and Likert-scale questions to assess consumer 

perceptions of AI-driven pricing, transparency, and 

data privacy. The survey instrument was designed to 

ensure that responses were aligned with the research 

objectives, focusing on the ethical aspects of AI 

applications in marketing. The data collection was 

conducted over a period of two weeks, with responses 

from 70 participants, ensuring a diverse representation 

of quick-commerce users. 

 

C. Sampling Strategy 

 

A random sampling technique was employed to ensure 

a representative sample of quick-commerce consumers. 

The survey targeted individuals from various 

demographic backgrounds, including students and 

working professionals. The sample was not limited to 

specific geographical regions, ensuring a broader 

understanding of consumer opinions across diverse 

user groups. The following table outlines the 

demographic characteristics of the survey participants: 

 

Table 3.1: Demographic Distribution of Respondents 

Category Percentage (%) 

Age Group 18-24 80.0% 

Age Group 25-34 18.57% 

Category Percentage (%) 

Male 71.43% 

Female 28.57% 

Students 71.43% 

Working Professionals 21.43% 

The demographic profile reveals that the majority of 

respondents are younger (18-24 years) and students, 

which could provide insights into the attitudes of a 

tech-savvy, younger audience who are frequent users 

of quick-commerce platforms. 

 

D. Ethical Considerations 

 

The study adhered to ethical research standards, 

ensuring that the rights and privacy of all participants 

were protected. The survey was conducted on a 

voluntary basis, and participants were informed about 

the purpose of the research and the confidentiality of 

their responses. Informed consent was obtained from 

all participants, ensuring that they were aware of their 

right to withdraw from the survey at any time. No 

personally identifiable information was collected, and 

data were anonymized to preserve participant 

confidentiality. 

 

E. Data Analysis Techniques 

 

Data analysis was conducted using a variety of 

statistical methods to derive meaningful insights from 

the collected survey responses. The following 

analytical techniques were employed: 

 

⚫ Demographic Analysis 

The demographic data was analyzed to understand 

the respondent profile, including age, gender, and 

occupation. This analysis provides context for 

understanding the consumer base and their 

perceptions of AI in quick-commerce. 

 

⚫ Chi-Square Test 

A Chi-Square test was used to examine the 

associations between demographic variables and 

perceptions of AI fairness in pricing and 

promotions. This test allowed for the evaluation of 

whether there were statistically significant 

relationships between demographic factors (such 
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as age group, gender, and occupation) and the 

perceptions of AI-driven marketing techniques. 

 

⚫ Cronbach’s Alpha (Reliability Analysis) 

The internal consistency of the survey responses 

was tested using Cronbach’s Alpha. This measure 

helps determine the reliability of the survey 

instrument and ensures that the survey items 

consistently measure the intended constructs of AI 

fairness, transparency, and privacy concerns. 

 

⚫ Regression Analysis 

Regression analysis was conducted to assess the 

impact of AI transparency on consumer trust and 

their preference for quick-commerce platforms. 

This technique helped identify key predictors 

influencing consumer trust in AI-based 

recommendations, providing insights into the 

factors that businesses should consider when 

implementing AI in their marketing strategies. 

 

Table 3.2: Regression Analysis for AI Transparency 

and Consumer Trust 

Model 
Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Regression 0.057 1 0.057 0.167 0.684 

Residual 23.314 68 0.343   

Total 23.371 69    

The results from regression analysis showed no 

statistically significant impact of AI transparency on 

consumer trust in the current model, indicating the 

need for further analysis to explore other variables that 

may influence consumer behavior in quick-commerce 

marketing. 

 

IV. RESULT AND DISCUSSION 

This section presents the analysis and interpretation of 

the survey data collected to understand ethical AI 

practices in quick-commerce marketing. The analysis 

is structured into demographic analysis, chi-square test 

for categorical associations, Cronbach’s Alpha for 

reliability testing, and regression analysis to assess the 

impact of AI transparency on consumer trust. 

A. Demographic Analysis 

The demographic data provides insights into the 

respondent profile, focusing on age, gender, and 

occupation. The following table summarizes the 

distribution of respondents across various categories: 

Table 4.1: Demographic Distribution of Respondents 

Category Frequency 
Percentage 

(%) 

Age Group 18-24 56 80.0 

Age Group 25-34 13 18.6 

Age Group 35+ 1 1.4 

Gender - Male 50 71.4 

Gender - Female 20 28.6 

Occupation - Student 50 71.4 

Occupation - Working 

Professional 
15 21.4 

Occupation - Self-Employed 5 7.1 

 

Figure 4.1: Age Group Distribution of Respondents 

 
Figure 4.2: Gender Distribution of Respondents 
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Figure 4.3: Occupation Distribution of Respondents 

Interpretation: 

The majority of respondents (80%) belong to the 18-24 

age group, which indicates that the survey primarily 

reflects the perspectives of younger individuals who 

are more likely to engage with quick-commerce 

platforms. Additionally, a higher percentage of male 

respondents (71.4%) were observed compared to 

females (28.6%). The dominant group in terms of 

occupation is students (71.4%), reflecting the high 

level of engagement among younger, tech-savvy 

individuals. 

B. Chi-Square Test 

A Chi-Square test was conducted to examine the 

association between categorical variables such as age 

group and perceptions of AI fairness in pricing and 

promotions. The table below shows the results of the 

Chi-Square test for age group versus perception of AI 

fairness. 

Table 4.2: Chi-Square Test for Age Group vs. 

Perception of AI Fairness 

Test Value df 
Asymptotic Significance 

(2-sided) 

Pearson Chi-

Square 
3.677 6 0.720 

Likelihood Ratio 4.379 6 0.625 

N of Valid Cases 70   

 

Interpretation: 

The Pearson Chi-Square value of 3.677 with 6 degrees 

of freedom results in an asymptotic significance (p-

value) of 0.720, which is greater than the conventional 

significance level of 0.05. This indicates that there is 

no statistically significant relationship between age 

group and perceptions of AI fairness in pricing and 

promotions. A likelihood ratio test also confirms this 

result, with a p-value of 0.625. Therefore, variations in 

the age group do not predict differences in perceptions 

of AI fairness. 

C. Cronbach’s Alpha (Reliability Analysis) 

To ensure the internal consistency of the survey 

responses, Cronbach’s Alpha was calculated. The 

following table summarizes the results: 

Table 4.3: Cronbach’s Alpha for Survey Reliability 

Statistic Value 

Cronbach’s Alpha 0.796 

Number of Items 2 

Interpretation: 

A Cronbach’s Alpha value of 0.796 indicates a good 

level of internal consistency, as values above 0.7 are 

generally considered acceptable for reliable 

measurements. This result confirms that the survey 

questions used to assess AI fairness, transparency, and 

privacy concerns are consistent and reliable, ensuring 

that the data collected is robust for further analysis. 

D. Regression Analysis 

Regression analysis was conducted to examine the 

impact of AI transparency on consumer trust and 

preference for quick-commerce platforms. The 
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following table presents the results of the regression 

analysis: 

Table 4.4: Regression Analysis for AI Transparency 

and Consumer Trust 

Model 
Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Regression 0.057 1 0.057 0.167 0.684 

Residual 23.314 68 0.343   

Total 23.371 69    

Coefficients: 

Variable 

Unstandardiz

ed 

Coefficients 

Standardiz

ed 

Coefficient

s 

t Sig. 

(Constant) 3.842  
15.22

4 

0.00

0 

Do you feel 

comfortable 

sharing personal 

data with quick-

commerce 

platforms for 

AI-based 

recommendatio

ns? 

-0.033 -0.050 
-

0.409 

0.68

4 

 

Interpretation: 

The regression model shows that AI transparency 

(measured by respondents’ comfort with sharing 

personal data) has no statistically significant effect on 

consumer trust (p-value = 0.684). The F-value of 0.167 

with a p-value of 0.684 indicates that the model does 

not explain a significant proportion of the variance in 

consumer trust, suggesting that other variables may 

influence trust in AI-driven quick-commerce platforms 

more strongly. The coefficient for AI transparency (-

0.033) further indicates that consumer comfort with 

data sharing does not significantly affect their trust in 

the platform. 

 

V. CONCLUSION 

This study aimed to explore the ethical implications of 

AI in quick-commerce marketing, focusing on 

consumer perceptions regarding pricing algorithms, 

transparency, and data privacy. The findings highlight 

that while consumers prioritize speed and convenience 

in quick-commerce, significant ethical concerns 

persist, particularly regarding AI-driven pricing, 

transparency, and data privacy. Despite the lack of 

significant statistical relationships in some analyses, 

such as the Chi-Square test and regression analysis, the 

reliability of the survey instrument was confirmed by 

the Cronbach’s Alpha test, indicating that the 

responses were consistent and trustworthy. 

The study underscores the importance of implementing 

ethical AI practices that promote fairness, 

transparency, and consumer control over personal data. 

To foster greater trust in AI-driven quick-commerce 

platforms, it is recommended that businesses clearly 

disclose how AI algorithms make pricing and 

promotional decisions and provide consumers with 

greater control over their data. This research 

contributes to the ongoing discourse on ethical AI in 

marketing, emphasizing the need for responsible 

practices that balance innovation with consumer 

protection. 
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