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Abstract— This paper an explainable deep learning 

approach using Long Short-Term Memory (LSTM) networks 

to detect depression from social media posts. The model 

classifies text into depression or control categories by 

capturing linguistic patterns and sequential dependencies. An 

attention mechanism is integrated to enhance interpretability, 

highlighting key features influencing predictions. Evaluated 

on a public mental health dataset, the model shows high 

accuracy and transparency, offering a scalable solution for 

early depression detection and supporting timely mental 

health interventions. 

 

 

I. INTRODUCTION 

Depression is a common and serious mental health 

disorder that can significantly affect an individual's quality 

of life. Early detection is essential for timely intervention, 

yet traditional machine learning models struggle with 

limited labeled data and lack interpretability. To address 

these challenges, this study explores an explainable deep 

learning approach using Natural Language Processing 

(NLP) techniques, specifically a hybrid model combining 

Long Short-Term Memory (LSTM) and Gated Recurrent 

Unit (GRU) networks. This model is designed to classify 

social media posts as either depression-related or not, while 

also providing transparency through attention mechanisms. 

 

 

II. EASE OF USE 

The proposed system is simple to use and designed for 

easy operation. It requires only basic input in the form of 

social media text data and automatically processes it through 

the model. The system runs on commonly available 

hardware and uses a simple interface through the Spyder 

IDE in Python. No advanced technical knowledge is needed 

to use the model, making it accessible for researchers, 

mental health professionals, and developers. The 

interpretability feature allows users to see which factors 

influenced the model's decisions. 

 

 

 

III. EXISTING SYSTEM 

Convolutional Neural Networks (CNNs) are a 

specialized type of deep neural network designed primarily 

for processing structured grid-like data, such as images, 

audio, and time-series data. CNNs have proven to be highly 

effective in tasks like image recognition, object detection, 

and natural language processing (NLP) due to their ability 

to automatically learn spatial hierarchies of features from 

data. 

A CNN works by applying various convolutional layers that 

use filters (also known as kernels) to perform convolutions 

on input data. This allows the network to detect local 

patterns, such as edges, textures, and shapes, which are then 

combined to form higher-level features as the data 

progresses through deeper layers. 

 

DISADVANTAGES 

CNNs require significant computational resources for 

training, especially with large datasets. 

CNNs typically perform well only when trained on large 

amounts of labled data. 

Although CNNs are powerful and effective, they can be 

considered black box models. 

 

 

 

IV. TECHNIQUES/ALGORITHMS USED 

Long Short-Term Memory (LSTM): 

LSTM is a type of Recurrent Neural Network (RNN) 

designed to handle long-term dependencies in sequential 

data. It uses memory cells and gates (input, forget, and 

output) to retain important information over time, making it 

suitable for analyzing text data like social media posts.. 

 

Gated Recurrent Unit (GRU): 

GRU simplifies the LSTM structure by merging the input 

and forget gates into one update gate, making it more 

efficient. It is faster and more efficient while still effectively 

learning from sequential data.. 

 

Attention Mechanism: 

This technique helps the model focus on the most relevant 

parts of the input text when making predictions. It improves 

interpretability by highlighting which words or phrases 

contributed most to the decision. 
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B. ADVANTAGES 

• Improved Accuracy. 

• Efficient and Scalable 

• Handles Long-Term Dependencies 

• Better Integration of Attention Mechanisms 

 

 

C. POSITIONING MODEL OF FOREIGN OBJECTS 

 

Numerous studies employ machine learning 

algorithms for data processing, and similarly, this study 

utilizes machine learning regression algorithms for 

handling data with continuous distributions. Initially, the 

constructed locating dataset is divided into a training set 

and a test set in an 8:2 ratio. Subsequently, the coefficient 

of determination R2 serves as the performance evaluation 

metric during the regression model training stage, 

indicating the extent of agreement between the predicted 

and actual values. The calculation procedure for R2 is 

illustrated in equation, where R2 values range between zero 

and one. A higher R2 value suggests enhanced 

interpretability of the corresponding variable by the 

independent variable as it approaches one. 

 

R2=1−∑mi=0(yi−yi^)2/∑mi=0(yi−y¯¯¯i)2 

 

 

 

 

V. DATA PROCESSING 

 

UAVs captured high-resolution images and 4K videos 

during low-traffic hours for safe and clear data collection. A 

dataset of 7,625 FOD images (1280×1280) was created 

under various conditions. To fit the model’s 320×320 input, 

bounding boxes were extracted from key regions to 

retain objects and minimize background loss. 

 

VI. CONCLUSION 

This project presents an effective and explainable approach 

for detecting depression in social media content using a 

hybrid LSTM-GRU model. By capturing sequential patterns 

and integrating attention mechanisms, the system not only 

achieves high accuracy but also provides transparency in its 

predictions. The model's ease of use and efficiency make it 

a practical tool for supporting early mental health 

intervention through automated text analysis. 
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