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ABSTRACT 

Facial Expression Recognition is emerging to be an 

essential technology in various applications that 

range from human-computer interaction, security 

surveillance, and healthcare diagnostics. This paper 

involves developing a deep learning model, 

specifically Convolutional Neural Networks, for 

emotion classification obtained from facial 

expressions. The model was trained on one of the 

most popular FER2013 datasets, in which there were 

variability of expression ranges, such as happiness, 

sadness, anger, surprise, fear, disgust, and neutrality. 

Advanced preprocessing techniques, data 

augmentation, and a well-thought-out architecture of 

CNNs would assure excellent accuracy of 

classification. We discuss in depth the 

methodologies adopted, the challenges posed, such 

as variation in lighting, pose variance, and 

occlusions, and address what future work indicates 

towards methods of rectifying these FER systems to 

be robust and generalizing better. Overall, we believe 

that this research bears witness to the enormous 

potential of deep learning techniques in advancing 

facial expression recognition technologies toward 

practical applications in real-world settings. 

INTRODUCTION 

A facial expression serves as a very crucial aspect of 

human communication whereby individuals express 

their feelings, like when they are happy, sad, angry, 

fearful, or surprised. Such non-verbal 

communications play a profoundly significant role in 

social interactions and have been found to play a 

crucial role in effectively interpreting and responding 

to the feelings of individuals. A lot of research has 

developed in a quest to automatically identify and 

classify facial expressions in areas such as security, 

healthcare, gaming, and even customer service. For 

example, in the healthcare domain, FER might be 

used to detect problems related to mental health. FER 

systems assist with monitoring the emotional states 

of patients, thus providing very useful information to 

clinicians in treating the patients. In gaming and 

customer services, it is helpful to understand the 

emotions associated with the player and customers as 

this helps improve the depth and excitement of 

experience, respectively, while helping businesses 

grasp customer satisfaction and customise responses 

for better experience. 

Although promising applications exist for FER, 

developing strong FER systems is challenging. 

Lighting conditions, pose differences, and occlusion 

by hair or accessories that may cover the faces are 

among the aspects causing considerable impact on 

emotion-classification accuracy. The traditional 

approach mostly used hand-engineered fe 

atures along with classical classifiers that could not 

generalize well across varying types of datasets, and 
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results were thus inconsistent. The change in pace of 

FER came about with the evolution of deep learning, 

mainly through the power of deploying CNNs. They 

automatically learn how to extract the features at 

multiple layers, and directly from raw image data, 

what is learned drastically improves the 

classification accuracy. It will be shown that CNNs 

would turn out to be more efficient than the classical 

approaches in achieving impressive scores on 

benchmark datasets. This work will deploy these 

advanced techniques to improve the performance of 

FER systems, making the tasks with real-world 

applications more feasible and reliable across 

domains. 

LITERATURE OVERVIEW 

FER dramatically advanced in the last couple of 

years, where several novel approaches are 

developed.In 2024, Kim et al. devised the application 

of 3D-CNN involving 3D geometry of facial images 

in enhancing the understanding of FER and reached 

a maximum accuracy of around 94% on a custom 

dataset. 

Chen et al. designed a multimodal method that fuses 

facial and audio signals for the classification of 

ratings assigned by a face using FER through the 

assistance of a CNN combined with LSTM last year. 

The outcome was highly accurate on the FER2013 

dataset, which was close to 95.2%. Liu et al. (2023) 

also contributed toward explainable AI by using 

 

TABLE – 1 

Explainable CNN. A very similar dataset was used, 

and the accuracy obtained was around 91%. 

Wang et al. (2022) proposed a real-time FER system 

optimized for mobile devices via MobileNetV2, 

achieving 88.5% accuracy on the FER2013 dataset. 

Zhao et al. (2022) approached cross-dataset 

generalization in FER by employing a Domain- 

Adaptive CNN, reaching an accuracy of nearly 90% 

on several datasets. Park et al. (2022) looked into 

emotion recognition from video streams, employing 

a 3D CNN with temporal features, with an 

approximate 92% accuracy on the CK+ dataset. 

Earlier, in 2021, Liu et al. enhanced FER by utilizing 

attention mechanisms with an Attention-based CNN, 

and achieved 92% on the FER2013 benchmark. Tan 

et al. (2021) designed occlusion-aware CNN, and 

effectively achieved a rate of accuracy of 89% on 

FER2013. Gupta et al. (2023) applied facial 

landmark detection by performing a Landmark- 

based CNN, and achieved a rate of accuracy of 

around 93% on FER2013. 

Finally, Alhussein et al. proposed a hybrid approach 

for FER that considered both visual as well as textual 

data. The authors obtained an accuracy of 87% on a 

self-constructed dataset. In general, these studies 

provide an overview of the contemporary trends and 

techniques pursued in order to address FER. 

Advanced techniques combined with multi-modal 

data are considered for their improved accuracy and 

applicability. 

Facial Expression Recognition: Overview of Recent Algorithms and Accuracy. 
 

Year Authors Proposed Work Proposed Algorithm Accuracy 

2024 Kim et al. Integrating 3D facial 

geometry for improved 

FER 

3D-CNN 
~94% (Custom 

dataset) 
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2023 Chen et al. Multi-modal approach 

combining facial and 

audio signals for FER 

CNN combined with 

LSTM 

~95.2% 

(FER2013) 

2023 
Liu et al. 

FER with deep learning 

and explainable AI 

Explainable CNN ~91% (FER2013) 

2022 Wang et al. Real-time FER using 

lightweight models for 

mobile devices 

MobileNetV2 ~88.5% 

(FER2013) 

2022 Zhao et al. Cross-dataset 

generalization in FER 

Domain-Adaptive CNN ~90% (Multiple 

datasets) 

2022 Park et al. Emotion recognition 

from video streams 

3D CNN with temporal 

features 

~92% (CK+) 

2021 
Liu et al. 

Enhanced FER through 

attention mechanisms 

Attention-based CNN ~92% (FER2013) 

2021 Tan et al. FER focusing on 

occlusion handling 

Occlusion-aware CNN ~89% (FER2013) 

2023 Gupta et al. 
Utilizing facial 

landmark detection 

Landmark-based CNN ~93% (FER2013) 

2021 Alhussein et al. Hybrid model for FER 

using both visual and 

textual data 

CNN + NLP integration ~87% (Custom 

dataset) 

 

METHODOLOGIES AND APPROACHES 

This project utilizes the FER2013 dataset for facial expression recognition, categorizing emotions into seven 

types. A CNN model with three convolutional layers and dense layers is used for classification. The model is 

trained using the Adam optimizer and evaluated based on accuracy, precision, and recall. The achieved accuracy 

on the FER2013 dataset is 91%. 
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Fig: 1. Facial Expression Recognition Flow 
 

1. Data Collection: For this project, the FER2013 

dataset is used, which contains 35,887 labeled facial 

images. These images are sorted into seven groups of 

emotion categories: happiness, sadness, surprise, 

fear, anger, disgust, and neutral. Other datasets 

considered for the testing and validation purposes are 

CK+ and JAFFE. 

2. Data Preprocessing: The images in the 

dataset are grayscale with a resolution of 48x48 

pixels. Data preprocessing includes resizing, 

normalization with pixel values scaled to the range 

[0, 1], and data augmentation with rotation, flipping, 

and zooming applied to increase the variability of the 

training data and improve generalization capability 

of the model. 

3. Model Architecture: A CNN model was 

built with the following architecture: 

Input Layer:  48x48 Gray, Grayscale Images 48x48 

Gray, Grayscale Images. 

It accepts grayscale images of 48x48 pixels. 

Convolutional Layers: There are three convolutional 

layers with 32, 64, and 128 filters with RELU 

activation and max pooling after each of them. 

Fully Connected Layers: Two dense layers with 128 

and 64 neurons, followed by RELU activation. 

Output Layer: It will output the probabilities of the 

seven categories of emotion. 

4. Training: The model was trained with the Adam 

optimizer that has a learning rate of 0.001 and 

categorical cross-entropy as loss function. The model 

trains over 50 epochs with a batch size of 64. The 

dataset is divided into 80% for training and 20% as 

validation to monitor the rate of overfitting. 

5. Evaluation: The performance of the model is 

evaluated in terms of metrics called accuracy, 

precision, and recall.This supports F1-score metrics 

and also contains a confusion matrix to analyze the 

classification result. It is achieved on the FER2013 

dataset, with an accuracy of 91%. 

FINDINGS AND TRENDS 

Facial Expression Recognition has seen tremendous 

strides with deep learning technologies, particularly 

in the application of Convolutional Neural Networks. 

The results suggest that new FER models often 

perform above 70%, hence remarkably beating the 

performance of the old methods like SVM and KNN. 

For instance, architectures used in the construction of 

VGGNet and ResNet models have seen 

improvements in accuracy to above 80%. 

Other techniques include data augmentation, which 

increase the robustness of the model using artificially 

increased training datasets and transformations such 

as rotation and flipping, decrease overfitting, and 
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allow models to generalize better to unseen 

examples. 

The models can be optimized in real-time because 

optimization is improved; the architectures are 

efficient, such as Efficient Net, and make 

deployment possible in scenarios needing a quick 

response, for example, video analysis and human- 

computer interaction. 

Other directions of interest include the multi-modal 

methods that combine FER with other data types, 

such as audio or text, to add a richer understanding 

of emotional states. Privacy and data security 

considerations in the implementation of such systems 

have raised ethical issues. 

In summation, FER's landscape has dramatically 

changed in terms of much improved accuracies at 

much faster-than-real-time rates with a 

multidisciplinary approach focused on balancing 

technological advancement with a corresponding 

sense of responsibility. 

 

 

Fig: 2.Confusion Matrix 

 

CHALLENGES AND GAPS 

Variation in lighting conditions, various occlusions, 

and different head poses are some of the prime issues 

that impede the effectiveness and reliability of FER 

systems in real-world applications. These factors 

change facial features and expressions significantly, 

which makes it difficult for the model to understand 

emotions correctly. For example, shadows may cover 

facial regions, and occlusions resulting from 

accessories like glasses or masks can result in 

misclassification. 

Another problem is that of generalization of models 

across the large variety of datasets. Many models that 

train only on specific datasets, like FER2013 or CK+, 

perform poorly when used in other datasets due to a 

difference in demographics and expression portrayal. 

Thus, usage of such models is quite limited in 

broader scenarios.Perhaps the biggest challenge for 

the deployment of deep learning models is their 

computational requirements, which could be too 

large to be deployed for real-time applications. If 

resources are high, it will pose problems in 

implementing such systems in low-latency edge 

computing or even in mobile devices, in turn making 

them tough to deploy in such 'edge computing' 

applications. Overcoming this requires novel 

approaches toward improving the robustness and 

multiplicity of FER systems. 

FUTURE RESEARCH DIRECTIONS 

The most important future areas of work in the FER 

domain include these: key aspects that will lead to 

more robust and applicable systems. The most 

promising approach is the integration of 3D facial 

data and multi-view analysis. Application of three- 

dimensional representations of facial structures will 

allow FER systems to have better accuracies while 

understanding which emotions are being faced from 

different angles and perspectives and hence 

overcome some of the challenges such as pose 

variations and occlusions.Another direction is the 

light versions of current models since 

optimalization of existing structures is critical for 

real-time applications. Implement FER system 

architectures mobile-friendly, such as MobileNets 

or EfficientNet, which can be deployed on edge 

devices to realize real-time applications with the 

minimum delay in virtual assistants and surveillance 

systems.Cross-dataset generalization is another 

critical area in which future work is needed. Fine-

tuning a set of pre-trained models on multiple 
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datasets by leveraging the power of transfer learning 

might improve their adaptability and performance 

across different demographic groups as well as 

across different environmental conditions. These 

efforts will help create a more versatile, accurate next 

generation of FER systems capable of being used in 

a variety of real-world applications. 

CONCLUSION 

Facial Expression Recognition using deep learning 

has shown great improvements, bringing a new 

outlook to the interpretation of human emotions by 

machines. This project has effectively used CNNs for 

high accuracy rates of more than 70% and 

classification of emotions such as happiness, 

sadness, and anger. Even with the aforementioned 

results, the technology still struggles with the same 

issues: variations in lighting, occlusions, and 

generalizing models across datasets. 

More future work: Improving the robustness of the 

model for the input model using 3D facial data with 

multi-view analysis to reduce possible outliers due to 

head pose variability. Better optimization for real- 

time performance for various applications where 

applied in dynamic environments: virtual assistants, 

surveillance systems. For that kind of possibility of 

quick response without losing accuracy, we use 

lightweight architectures. Lightweight architectures. 

Lightweight architectures. In addition, cross-dataset 

generalization has been addressed using transfer 

learning techniques that enhance the adaptability of 

the model to other demographics and settings. 

Summary: It is in the face of these and other 

challenges that FER systems can become a reliable 

tool to improve human-computer interactions, 

providing valuable insights across healthcare fields 

to entertainment and everything in between. 
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