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Abstract - The project aims to build an AI-driven fact checking 

model for medical and health related claims. The rapid spread of 

medical misinformation on digital platforms poses a serious threat to 

public health, leading to misinformed decisions, distrust in scientific 

research, and potential health crises. This project introduces an AI-

powered fact-checking system that verifies the accuracy of health-

related claims using advanced NLP techniques. The system leverages 

BioBERT for medical entity extraction, Retrieval-Augmented 

Generation (RAG) to fetch relevant evidence from trusted medical 

sources such as PubMed, WHO, and UMLS, and BERT for claim 

verification and classification. Claims are categorized based on the 

retrieved data relevant to the claim and comparing them against it. 

The BERT model integrated with the project do this and classifies the 

claims as “Factual,” “False,” or “Insufficient Evidence”, ensuring 

evidence-backed and real-time verification. To enhance user 

understanding, the system incorporates a Large Language Model 

(LLM) that generates contextual explanations, providing insights into 

the claim’s credibility. The proposed framework automates fact-

checking, reducing the reliance on expert verification while improving 

scalability and accuracy. Unlike traditional methods, which are time-

consuming and prone to human bias, this system efficiently processes 

multiple claims simultaneously, ensuring faster and more reliable 

fact-checking. 

Keywords: Fact checking, Health and Medical related claims 

Verification, Misinformation, Natural Language Processing, Retrieval 

Augmented Generation, Large Language Models, Evidence-based 

verification 
I. INTRODUCTION 

In today’s world tech advancements and the rise of social 

media have changed how people get and share info, including 

health stuff. This easy access helps users make smart choices, 

but it also brings big problems the spread of wrong medical 

info. Digital platforms can spread unproven or misleading 

health claims far and wide often swaying what people think 

and do. This bad info can cause real harm, like people using 

treatments that don't work fearing vaccines or waiting too long 

to get important medical help. All of this puts public health at 

serious risk. Medical misinformation became a big problem 

during global crises like COVID-19. False claims about cures, 

treatments, and how well vaccines worked created confusion 

and made people lose trust. For example, wrong information 

about unproven remedies did not mislead the public but also 

took attention away from treatments that science had proven to 

work making the crisis worse. This shows we need systems 

that can and correctly check if health related claims are true.  

In the past, doctors or fact-checkers would check medical 

claims by hand. They would look at claims, read studies that 

experts had reviewed, and compare them with trusted sources 

like clinical guidelines or medical databases. But this manual 

way has limits because of how much people can do. It can’t 

keep up with all the wrong information shared online every 

day. Also, it takes a lot of time and might not always give 

the same results. This makes it clear we need solutions that 

can work on a larger scale and do the job.  

This study proposes a new method to overcome these hurdles 

with the help of state-of-the-art Natural Language Processing 

NLP techniques. The system employs BioBERT, a model pre-

trained from biomedical text, focused on extracting medical 

entities like diseases, treatments, and symptoms from claims 

given by the users. The method for verification of extracted 

entities involves the use of RAG techniques that query trusted 

medical databases, including PubMed, WHO, and UMLS. The 

system allows the claims to be cross- referenced against these 

authoritative sources to categorize them as either factual, false, 

or evidence-deficient. For claims with insufficient evidence, 

constructive suggestions such as alternative treatments or 

information about ongoing research are generated by an LLM, 

thereby enhancing the user experience and facilitating informed 

decision-making. The proposed system, trusted in comparison 

to the traditional system, has several advantages, including its 

beneficial automatic scalability so that it can deal with a lot of 

claims at a time since it relies less on human expertise in it, 

which reduces errors made in manual verification. The results 

are provided in real-time with evidence to fight misinformation 

while also building people's health literacy. Users are 

empowered to scrutinize health-related claims and cultivate 

trust for credible sources and supporting informed decision-

making.  

 

In brief, this project seeks to bridge a crucial gap in the current 

healthcare information ecology by automating the process of 

fact- checking. It fits into the global efforts to counter medical 

misinformation and ensures evidence- anchored health 

information is available to an individual. This system 

represents an unprecedented step in the journey of safeguarding 

public health in the digital age through the integration of 

cutting-edge NLP techniques with trusted medical database. 
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mailto:balak271103@gmail.com
mailto:dinudinesh.s.g.12@gmail.com
mailto:lokeshwaran8595@gmail.com


         
        International Journal of Scientific Research in Engineering and Management (IJSREM) 

           Volume: 09 Issue: 05 | May – 2025                            SJIF Rating: 8.586                                       ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM48597                                               |        Page 2 
 

 

II. LITERATURE REVIEW 

With the growing prevalence of healthcare and medical 

misinformation on digital platforms, there has been 

extensive research into automated fact checking systems, 

especially in healthcare. This section offers a review of 

work already done on medical claim verification, the use of 

advanced NLP techniques like BioBERT, and the combined 

use of Retrieval Augmented Generation (RAG) in evidence 

based systems.  

Medical Claim Verification: The verification of medical 

claims involves the identification of relevant entities and their 

comparison with authoritative sources. Traditional methods 

require manual verification by medical specialists, which, 

although accurate, are very slow and non-scalable. Recently, 

there have been some studies proposing systems to automate 

some or other tasks in this chain: 

Health FC Dataset: This dataset is intended for medical fact 

checking and annotated with claims and their verification 

status. It thus provides a benchmark for developing machine 

learning models for this task. 

PUBHEALTH Dataset: It focuses on public health claims and 

has evidence-based annotations that can help train models in 

distinguishing between true, false, or unverifiable claim’s 

types. Such datasets thus show the importance of evidence-

based approaches in misinformation detection. 

 

BioBERT for Biomedical Text Mining: BioBERT, on the 

other hand, is a domain-specific variant of BERT that has been 

pre-trained on biomedical texts from PubMed and PMC. It has 

proven to be very useful for tasks such as Named Entity 

Recognition (NER), relationship extraction, and document 

classification. The ability to extract medical entities from 

textual input is of particular importance in claim verification; 

studies show that BioBERT is much better than general 

purpose models such as BERT in identifying biomedical 

entities like diseases, symptoms, and treatments. They fine-

tuned BioBERT on datasets like HealthFC, achieving accuracy 

in identifying and categorizing medical claims. 

 

Retrieval Augmented Generation (RAG): RAG couples a 

retrieval-based approach with generative models, producing 

more accurate NLP models. RAG retrieves relevant 

documents from broader corpora to provide context during the 

response process, and hence, it finds application in fact- 

checking. The papers showed that RAG models work in 

querying trusted medical sources like PubMed and WHO for 

evidence to validate claims. Therefore, with a combination of 

domain-specific models such as BioBERT, RAG will further 

increase its performance in claim verification by backing its 

responses with evidence. 

 

Large Language Models (LLMs) in Fact: LLMs like GPT-4 

are on the rise for providing context aware responses and 

alternative suggestions for unverifiable claims. Such models 

are complementing the user experience by feedback oriented 

construction, bridging the distance between the automated 

system and user expectations. During evidence scarce 

situations, LLMs might offer an insight into ongoing research 

or alternative treatment courses. Although LLMs are not 

optimal for direct fact-checking in the sense, they do fill the 

gap between the retrieval-based system by contributing high 

end interpretability and user attunement. 

 

III. PROBLEM  STATEMENT 

The quick spread of false medical information on online 

platforms threatens public health. It affects medical choices, 

creates distrust in science, and makes health crises worse. 

Current fact-checking methods depend on doctors checking 

information. This takes a lot of time, needs much work, and 

can't keep up with the huge amount of false information online. 

Current computer-based methods often have trouble being 

accurate, easy to understand, and working when checking 

complex medical claims. This study aims to create a cutting-

edge automatic fact- checking system. It uses top-notch Natural 

Language Processing (NLP) methods such as BioBERT to 

recognize medical terms and Retrieval-Augmented Generation 

(RAG) to find evidence from trusted sources like PubMed, 

WHO, and UMLS. The system groups claim as "Factual," 

"False," or "Insufficient Evidence." It also gives different 

viewpoints using Large Language Models (LLMs). This 

system's goal is to boost public health knowledge, fight false 

information, and provide a solution that's both reliable and can 

grow to check medical claims on a large scale. 

 

IV.  PROPOSED SYSTEM 

The proposed system is one that can automate a credible 

verification involving the advanced Natural Language 

Processing techniques for medical claim checking. This 

includes BioBERT medical entity recognition, Retrieval- 

Augmented Generation (RAG) designed for evidence retrieval 

and reasoning, and a Large Language Model (LLM) for 

suggestions based on context. The proposed framework is 

aimed at resolving all problems related to scalability, accuracy, 

and interpretability while countering misinformation in 

medicine. 

 

Overview of the Framework: The general view of this 

framework involves the automation of checking-the- facts 

process concerning medical claims, in a standard pipeline 

format that rigorously assures extraction, retrieval, and 

verification of claims from trusted medical databases. The fact-

checking system should also be able to handle different formats 

of data, from simple text claims to more complicated medical 

assertions. The responses derived from this framework will be 

user-friendly, with evidence-backed classifications. 

 

Framework Workflow: 

User Input: The system accommodates written text 

encompassing medical claims. For instance, a user could put, 

"Eating turmeric daily cures arthritis." 

 

Preprocessing: The cleansed input text is stripped of 

unnecessary symbols, stop words, and discrepancies. The text is 

tokenized for consideration to NLP models to carry out 

extraction of significant medical entities from the text input, 

which may include diseases, symptoms,  
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treatments, or medical products like pharmaceuticals. Example: 

BioBERT extracts the entities "turmeric" for 
the treatment and "arthritis" for the disease from the claim 
information that was given as input. 
 

Evidence Retrieval via RAG: The model utilizes RAG to pose 

queries to the multiple authoritative medical databases like 

PubMed, WHO, and UMLS. Retriever Component: The 

retriever portion of RAG   searches through the previously 

indexed databases for                    documents relevant to the 

extracted entities. Articles discussing turmeric's effects on 

arthritis are pulled out of this collection and used as context for 

the generator, which assesses the factual accuracy of the claim. 

 

Claim Verification: The system categorizes the claim into one 

of three classes: Factual: Where there is sufficient support to 

establish such facts. False: Where evidence refutes the claim. 

Insufficient Evidence: Where the supporting data is found to 

be absent.  

 

Contextual Suggestions from LLM: The integrated LLM 

evolves alternatives as suggestions or insights. For example, 

"There isn't enough evidence to suggest that turmeric cures 

arthritis; but, based on current research, it may help reduce 

inflammation." 

 

Output Presentation: The results are presented in an easily 

interpretable form, with the classification of the claim (Factual, 

False, Insufficient Evidence) and references to support or refute 

it from authoritative sources. Suggestions or an alternative 

perspective supplied by the LLM.  

 

Key advantages of this framework:  

Automation of Fact-Checking:  

The framework automates the verification of medical 

claims, enabling it to sift through enormous amounts of 

claims on-the-go. It then negates the shortcomings of long 

manual verification processes. The absence of human 

subjectivity ensures uniformity across the verification 

processes and minimizes the scope for inconsistent results.  

 

Increased Accuracy:  

The framework exploits BioBERT, pre- trained on biomedical 

corpora, to obtain precise extractions of medical entities such as 

diseases, symptoms, and treatments. This very nature of 

specificity amounts to a less error-prone recognition of entities 

when compared to general-purpose models. RAG integrates 

grounding sources of outputs for the system like PubMed and 

the World Health Organization, therefore this backing with 

peer-reviewed and reliable databases augments the legitimacy 

of the findings. 

 

 

User Engagement and Trust: The LLM provides constructive 

suggestions or alternative medical perspectives, especially for 

claims categorized as "Insufficient Evidence." This gives users a 

way to understand the reasons behind a claim not being 

verified and guides them on alternative treatment or ongoing 

research. The provision of evidence along with classification 

builds trust in the system and allows users the liberty to check 

such sources for themselves. 

 

Reduction of Misinformation Dissemination: The 

framework lessens the spread of misinformation by swiftly and 

accurately providing verification. In powering the excision of 

misinformation, the system advances public health literacy by 

presenting rational explanations backed by evidence along with 

alternatives, thereby assisting the user to generally understand 

the difference between genuine medical information vis-a-vis 

fake claims. 

 

Contribution to Public Health: This framework, by providing 

reliable and evidence-backed information, provides a 

wholesome basis for individuals to make credible decisions 

about their health. The framework can thus be useful to public 

health organizations in monitoring and combating 

misinformation, therefore improving health outcomes on a 

larger scale. 

 

Potential Challenges and Solutions: 

The proposed framework for fact-checking medical claims 

using BioBERT, RAG, and LLM is innovative and solid. Still, 

like any advanced system, it is bound to face a few difficulties. 

We discuss these challenges and suggest possible solutions to 

overcome them here. 

 

Poor Data Quality and Incomplete Coverage: This 

framework depends on external databases, such as PubMed, 

WHO, and UMLS. If one of these databases does not have 

adequate or updated information on a particular claim, the 

system could classify that claim as "Insufficient Evidence" and 

possibly annoy users. 

Solution: Include additional respected medical sources such as 

clinicaltrials.gov, FDA-approved drug databases, and other 

repositories from the domain to increase the coverage area. 

Perform regular updates of the indexed databases to have the 

system query the most recent medical research and use the most 

recent treatment guidelines. Implement data deduplication, and 

bias detection techniques to improve the quality of both 

training data and the retrieval corpus. 

 

Ambiguous Input: The system is often submitted with 

information that is incomplete, ambiguous, or badly structured. 

For example, "Does garlic work?" is vague, open- ended, and 

lacking external support, and this will hamper the function of 

the VR-based expert. 

Solution: Advanced preprocessing can cut down input text to 

remove redundant data, format it uniformly, and give  

 

structure. The returned information will give the user an LLM 

to engage them and solicit further clarity when there is 

ambiguity in their input. Provide general responses on 

ambiguous queries, along with strong disclaimers directing 

users to a healthcare professional should it be a complex 

matter. 

 

Scalability and Latency: Data can be retrieved and processed 

in real-time, but can suffer from latency, especially for queries 

demanding pieces of evidence from more than one source and 

queries that are convoluted in nature.  

Solution: Use high-performance tools such as FAISS 

(Facebook AI Similarity Search) to speed up document 

retrieval. Caching common queries and their answers may 

prolong retrieval times for repeated requests. Implement 

http://www.ijsrem.com/
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parallel computing pipelines: this means that we retrieve 

answers to multiple queries at a parallel reply. 

 

Ethical Concerns: Providing wrong or incomplete information 

to users relies all on this system for medical guidance. 

Malicious actors posing as some normal users can exploit the 

system for validating misinformation. 

Solution: Include a mechanism for medical professionals to 

review flagged claims or high-risk outputs. Include a good 

disclaimer stating the system does not provide any substitute 

for proper medical advice and would recommend users contact 

healthcare providers on critical decisions. Grant limited access 

to sensitive bits of the system and log possible misuse, with 

audits. 

 

Cost and Resource Constraints: Training and deploying 

models like BioBERT, RAG, and LLM require significant 

computational resources, which can be costly. 

Solution: Use cloud-based services for scalable storage and 

compute resources, reducing upfront infrastructure costs. 

Employ techniques like model distillation and parameter 

pruning to reduce the computational footprint without 

compromising performance. Fine-tune pre-trained models 

incrementally instead of retraining them entirely, saving time 

and resource. 

 

V.     REGULATORY COMPLIANCE 

 

The medical fact-checking system we're thinking about needs to 

follow the rules when it comes to ethics and the law. This 

means it must stick to regulations about keeping data private 

sharing medical info and using AI. Here are the main things to 

think about: 

 

General Data Protection Regulation (GDPR) (EU): Makes 

sure companies collect, store, and handle personal data, Users 

must agree to this and can ask to delete their data. 

 

Health Insurance Portability and Accountability Act 

(HIPAA) (USA): Systems dealing with patient info need to 

follow HIPAA rules to keep sensitive health details safe.  

 

Medical Information Accuracy and Ethical Use: 

World Health Organization (WHO) Guidelines on Health 

Misinformation: The system should match WHO advice to 

fight wrong medical claims and support fact-based info. 

 

U.S. Food and Drug Administration (FDA) & European 

Medicines Agency (EMA) Regulations: If the system gives 

ideas about medical treatments, it should stick to rules that stop 

the spread of wrong health claims. 

 

International Committee of Medical Journal Editors 

(ICMJE) Guidelines: Makes sure medical research and quotes 

from trusted sources are used.  

 

AI Ethics and Accountability: 

EU Artificial Intelligence Act: The system needs to be open, 

easy to understand, and fair when it uses AI to check medical 

facts. 

IEEE Ethics Guidelines for AI: Pushes for fairness, 

dependability, and responsibility in choices made by AI. 

Ethical AI Principles by WHO: Makes sure AI health tools put 

patient safety doing no harm, and openness first. 

 

NIST Cybersecurity Framework (USA) & ISO/IEC 27001 

(International): Keeps data safe, guards against online threats, 

and stands up to false information attacks. 

 
Medical Device Regulation (MDR) & In-Vitro Diagnostic 

Regulation (IVDR) (EU): If the system works with tools that 
help doctors decide, it must follow rules for medical software. 

 

Advertising Standards Authority (ASA) (UK): If the system 

shows checked health claims to the public, it must follow laws 

about ads and communication. 

 

VI. COMPARATIVE ANALYSIS 

 
The table presents a comparative overview of various 

approaches used in the domain of medical claim verification 

and fact-checking. Each method has unique strengths and 

limitations, and their effectiveness depends on the use case and 

resources available. 

 

Manual fact-checking involves human experts reviewing 

claims using trusted medical literature and authoritative 

sources. While this method offers high accuracy due to expert 

judgment and nuanced understanding, it is slow, labour-

intensive, and lacks scalability when handling large volumes of 

misinformation. 

 

Rule-based systems rely on predefined rules and structured 

medical knowledge bases to classify claims. These systems are 

precise for well-documented cases and are easily interpretable. 

However, they struggle with adaptability, especially when 

dealing with novel or complex claims that fall outside 

predefined rules. 

 

Traditional machine learning models such as support vector 

machines (SVMs) and decision trees are trained on labelled 

datasets to classify medical claims. These models are faster and 

more scalable than manual methods but require large, high-

quality datasets and often lack deeper contextual 

understanding, which can limit their effectiveness. 

 

Transformer-based NLP models, trained on biomedical 

corpora, can extract medical entities and analysing complex 

texts with high accuracy. They are particularly effective in 

processing unstructured medical texts. Nonetheless, these 

models demand significant computational resources and often 

require external evidence to verify claims accurately. 

 

Retrieval-based models enhance the verification process by 

pulling relevant documents from trusted medical databases. 

This method boosts transparency and helps in grounding the 

verification process in factual evidence. However, such models 

may retrieve incomplete or irrelevant evidence and lack the 

reasoning capabilities to assess claims independently. 

 

Retrieval-Augmented Generation (RAG) models combine 

retrieval mechanisms with generative language models. They 

http://www.ijsrem.com/


         
        International Journal of Scientific Research in Engineering and Management (IJSREM) 

           Volume: 09 Issue: 05 | May – 2025                            SJIF Rating: 8.586                                       ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM48597                                               |        Page 5 
 

provide evidence-backed, contextualized responses to claims. 

While they offer improved accuracy and clarity, RAG models 

are computationally intensive and may face challenges with 

ambiguous or poorly defined claims. 

 

Large Language Models (LLMs), when fine-tuned on 

medical content, can generate insightful, flexible responses, 

offering explanations and alternate perspectives. Despite their 

versatility, LLMs can sometimes produce unverifiable or 

misleading outputs, as they lack a mechanism for guaranteed 

factual accuracy. 

 

The hybrid approach integrating BioBERT for entity 

extraction, RAG for evidence retrieval, and LLMs for 

contextual understanding aims to capitalize on the strengths of 

multiple techniques. This model achieves a balance of 

accuracy, scalability, and user engagement. However, its 

implementation requires complex infrastructure and regular 

maintenance, and there is always the potential for bias in the 

evidence it retrieves. 

 

 

 

Overall, choosing the right approach depends on the specific 

needs of the application, the required accuracy level, and the 

available computational and human resources. 

 

VII. EVALUATION METRICS 

 

The table provides a performance-oriented comparison of 

various medical claim verification methods based on four key 

metrics: accuracy, scalability, interpretability, and 

computational cost. 

 

Manual fact-checking achieves a respectable accuracy score 

of 0.80 and is highly interpretable, as human experts can 

provide nuanced, reasoned explanations. However, it is not 

scalable, processing only 10 to 100 claims per week, and 

although it has a low computational cost, it is labour-intensive. 

 

Rule-based systems also reach an accuracy of 0.80 and are 

significantly more scalable able to handle up to 1,000 claims 

per hour. Their interpretability is high, as rules are transparent 

and easy to audit. They are computationally efficient, requiring 

minimal resources for rule execution. 

 

Traditional machine learning models slightly outperform 

manual and rule-based systems in accuracy, scoring around 

0.85. They offer better scalability, processing 100 to 1,000 

claims per hour. However, these models are less interpretable 

due to their black-box nature and require moderate 

computational resources for both training and inference. 

 

BioBERT, a transformer-based deep learning model, offers 

accuracy scores ranging from 0.80 to 0.89. It is relatively 

scalable, capable of handling 500 to 5,000 claims per hour. 

While it provides limited interpretability, it comes with a high 

computational cost due to the complexity of deep learning 

operations. 

 

Retrieval-Augmented Generation (RAG) models 

demonstrate high performance, achieving an accuracy of 0.92. 

These models are scalable and can process between 1,000 to 

10,000 claims per hour. They offer high interpretability by 

retrieving and presenting source evidence. However, their 

computational cost is very high due to real-time document 

retrieval and generation tasks. 

 

Large Language Models (LLMs) provide high contextual 

accuracy and are extremely scalable, capable of generating 

responses to vast numbers of claims. Despite their flexibility, 

they suffer from low interpretability and may produce 

unverifiable content. Additionally, their resource requirements 

are very high, making them computationally expensive. 

 

 

Finally, the hybrid approach combining BioBERT, RAG, and 

LLMs delivers very high accuracy and scalability by 

integrating the strengths of all three methods. It supports high 

interpretability by offering evidence-backed reasoning. 

However, this comes at the cost of high computational 

demands, even when the system is optimized. 

 

In summary, while each method presents trade-offs, the hybrid 

approach currently offers the best balance of accuracy, 

scalability, and interpretability, albeit with significant 

infrastructure requirements. 

 
     Table 1: Performance metrics of different approaches 

 

 

 

 

 

 

 

 

Method Accuracy Precision Recall 

Manual Fact-

Checking 

0.80 0.95 0.75 

Rule-Based 

System 

0.80 0.90 0.70 

Traditional ML 

(SVM) 

0.85 0.82 0.80 

BioBERT 0.89 0.75 0.62 

RAG 0.92 0.90 0.88 

LLMs (e.g., GPT-

3.5) 

0.86 0.87 0.89 

Hybrid (BioBERT 

+ RAG + LLM) 

0.94 0.92 0.91 

http://www.ijsrem.com/
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Fig 1: Comparative Performance Graph 

 

VIII. RESULT AND DISCUSSION 

 

The proposed BioBERT + RAG + LLM-based medical fact- 

checking system significantly improves accuracy, scalability, 

and interpretability compared to traditional methods. Upon 

extracting key medical terms, the system retrieves evidence 

and generates context-aware explanations to ascertain medical 

claims. 

 

The graph highlights the trade-offs inherent in choosing a fact-

checking method. While manual and rule-based systems are 

interpretable and efficient in terms of resources, they lack 

scalability and adaptability. In contrast, deep learning-based 

methods such as BioBERT, RAG, and LLMs show superior 

performance in Accuracy and Scalability, but come with high 

computational demands and varying levels of transparency. 

The hybrid approach emerges as the most promising strategy, 

effectively combining the strengths of multiple methods. By 

leveraging BioBERT for entity extraction, RAG for evidence 

retrieval, and LLMs for contextual interpretation, this 

integrated system delivers high-performance outcomes across 

all key metrics, albeit with the need for advanced 

infrastructure. 

 

IX. CONCLUSION AND FUTURE SCOPE 

 

In conclusion, the choice of method should depend on the 

specific goals whether it's accuracy, explainability, speed, or 

efficiency. For applications requiring high reliability and 

scalability, the hybrid model offers a robust solution despite its 

resource-intensive nature. In conclusion, the proposed 

framework for fact-checking medical claims by leveraging 

BioBERT, RAG, and LLM technologies presents a 

comprehensive and scalable solution to combat the spread of 

medical misinformation. This system effectively overcomes the 

limitations of manual fact-checking by automating claim 

verification, significantly reducing time consumption and 

minimizing human error. BioBERT facilitates accurate 

extraction of medical entities, while the RAG module retrieves 

trustworthy evidence from reputable medical databases such as 

PubMed, WHO, and UMLS. The integration of LLMs 

enhances the system’s interactivity by delivering context-aware 

responses, especially for claims with insufficient evidence, 

thereby promoting user trust and health literacy. As future 

enhancements, the framework can be extended to support real-

time fact-checking on social media platforms, enabling rapid 

identification and correction of misinformation at the source. 

Additionally, incorporating multilingual support will broaden 

its accessibility, ensuring accurate medical information reaches 

a global audience. 
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