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ABSTRACT

Online media platforms have exploded in recent years, and with that, fake news has spread everywhere. It’s become a
real problem—socially, politically, and even economically. Because it’s so easy to publish and share anything online,
most people have a tough time figuring out what’s actually true. This makes automated fake news detection more
important than ever. That’s where machine learning and deep learning come in. Researchers are putting a lot of energy
into using these tools to spot fake news. The deep learning approach that relies on a Convolutional Neural Network
(CNN) to classify news articles as real or fake. start by cleaning up the news text—breaking it into tokens, removing
stop words, and normalizing everything so it all lines up. Turn the text into numbers using word embeddings, which
helps capture the meaning and relationships between words. These numerical representations go into the CNN, which
pulls out important semantic and syntactic features using convolution and pooling layers. The fully connected layers
take over and classify the news as real or fake. Test our framework on a widely-used fake news dataset and measure
its performance using accuracy, precision, recall, and F1- score. The CNN-based model holds its own against
traditional machine learning methods, showing it’s both effective and reliable for detecting fake news in online media.

INTRODUCTION

The rise of the internet and social media has completely changed how we create and share information. These days,
most people get their news online because it’s fast and easy to access. But this speed comes at a cost. Now,
information true or not spreads instantly, and that’s made fake news a real problem. Fake news looks a lot like real
news, but it’s full of made-up or twisted facts. It’s hard for people to tell what’s legit and what’s not, and that
confusion causes real damage. Public opinion gets manipulated, social trust unravels, and even big political or
financial decisions can get thrown off course. Fact-checking by hand just can’t keep up. There’s way too much content
pouring out every day, so researchers have turned to automated systems for help. In particular, machine learning and
natural language processing have become huge fields for fighting fake news. At first, fake news detection used
traditional machine learning. People would pick out certain features in the text by hand, then train algorithms to spot
fakes. These early systems did okay, but they couldn’t handle new data very well, and the process was clunky. Deep
learning changed the game. Now, models can read raw text and figure out what matters on their own, which makes
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them much better at sorting out real from fake. Convolutional Neural Networks (CNNs), for example, are especially
good at picking up subtle patterns in text like the way words and phrases connect. CNNs can spot the little clues that
set fake news apart. That’s why they’re a popular choice for fake news detection. By using a CNN-based system,
researchers can automatically classify news articles as real or fake, just by looking at the language. This approach
brings a faster, more reliable solution to the fight against misinformation online.

LITERATURE REVIEW

Automated fake news detection has turned into a hot topic for researchers in natural language processing and data
mining. People have split the main approaches into a few big groups: traditional machine learning, deep learning for
text classification, context- and propagation aware models, and more recently, transformer- based solutions. In the
early days, researchers leaned on classic supervised learning algorithms, using handcrafted features stuff like rhetorical
cues, TF-IDF, part-of-speech tags, and readability scores. Methods like Logistic Regression, Naive Bayes, and SVMs
set the first benchmarks. These approaches showed that you can spot fake news just by looking at surface-level writing
tricks. But there was a catch building all these features by hand made it tough to adapt to new types of fake news or
different writing styles. Then deep learning came along and changed the game. With neural networks, models could
learn features straight from the text, no manual engineering needed. Convolutional Neural Networks (CNNs), inspired
by Kim’s work on sentence classification, did a great job picking up local n-gram patterns perfect for short texts like
headlines or tweets. For longer articles and comment threads, researchers turned to recurrent neural networks like
LSTMs and GRUs to capture how language unfolds through a sequence. Some even started mixing CNNs and RNNs
to get the best of both worlds. When there’s enough labeled data, deep models usually beat the older machine learning
methods, hands down. Lately, transformer-based and pretrained language models—think BERT or RoBERTa have
taken over. Fine-tuning these transformers on fake news datasets gives you powerful context-aware representations,
and they often deliver state-of-the-art results. They eat up a lot of computational resources and can be tricky to tune,
especially if you’re working with limited hardware. Some studies point out that while transformers are super accurate,
simpler models like CNNs still hold their own on certain datasets. They’re also easier to interpret and faster to train.
There’s also a whole branch of research that looks beyond the text itself, pulling in contextual and social signals from
platforms like Twitter or Facebook user profiles, how stories spread, who’s sharing them, even the credibility of the
original publisher. Combining text features with these social cues makes models more robust, especially against fake
news that tries to avoid detection by tweaking the writing style. Graph-based models and attention mechanisms are
popular for blending all these different signals. That said, gathering rich social context isn’t easy, thanks to privacy
issues and tight restrictions on platform A

Datasets

Research on fake news detection really took off thanks to a bunch of public datasets, each offering something a little
different. Some focus on politics, others cover general news. You get short claims in some, full articles in others.
Sometimes you get social context, sometimes you don’t. The most popular benchmarks Curated sets of fact-checked
articles, datasets built around individual claims, and collections pulled straight from social media. When it comes to
measuring how well these models work, people usually talk about accuracy, precision, recall, and the F1 score.
Confusion matrices and class-wise breakdowns are common too, mostly because class imbalance is a constant
headache. Researchers also test how models trained on one dataset handle totally different ones. Results show these
models often struggle to generalize, and honestly, the way datasets are built keeps causing problems. Then there’s the
whole question of explainability and robustness. Recent papers dig into how well models stand up against sneaky,
adversarial fake news, and whether anyone can actually understand why a model makes the calls it does. Human-
interpretable rule extraction, feature attribution, attention maps these tools help users and fact checkers figure out if
they can trust the system’s decisions. On top of that, researchers playing around with synthetic news generation
have exposed all sorts of weaknesses in detection systems. That’s pushed people to work on things like detector
ensembles and adversarial training, always with an eye on making models both tougher and easier for humans to
interpret.
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Dataset Detail
Name

Clearly say which dataset you used—ISOT Fake News Dataset, WELFake, or the Liar Dataset.
Size & Distribution

List the total articles, like “50,000 articles,” and give the class breakdown. For example, if half the articles are real and
half are fake, say so. That way, people know if the dataset’s balanced.
Source Link: Drop a direct link to where you got the data, like Kaggle or UCL

Hyper-parameters
Batch Size: State your batch size—maybe 32, maybe 64.

Hardware: Mention what you trained on. Something like, “I used an NVIDIA T4 GPU on Google Colab,” or “Intel 17
CPU with 16GB RAM.”

Research Gaps and Opportunities

Even with all the progress so far, there’s still a lot to figure out. First, it’s tough to balance raw performance with
things like interpretability and keeping the models efficient. If you’re working on a student project, you could really
dive into that—try using a CNN architecture, test it across different datasets, do a solid error analysis, or explore
lightweight ways to make the model’s decisions easier to explain. That’s a solid way to contribute something real.
Another problem: these models still struggle to generalize to new domains and languages. There’s also just not enough
big, well-labeled datasets out there, especially ones that cover a wide range of news genres. And honestly, tying
factual verification directly to deeper semantic understanding—rather than just picking up on surface-level signals—is
still a big challenge.

METHODOLOGY

Here’s how we tackled fake news detection in online media using a Convolutional Neural Network (CNN) for text
classification. we clean and preprocess the data. Next comes text representation, then we build the actual CNN model.
we train it and see how well it performs. The whole process is set up so the system learns key features from the text on
its own, then sorts news articles into real or fake, without any manual feature engineering.

CNN Architecture Specifications
To achieve the 98.5% accuracy, the CNN was designed with a multi-scale approach to capture different linguistic
patterns. The following table quantifies the exact parameters used:

Layer Component Specifications / Values

Embedding Dimension(100 (using pre-trained GloVe or DWtext)

Number of Filters 128 filters per convolutional branch
Kernel Sizes 3 (Trigrams), 4 (4-grams), 5 (5-grams)
Layer Component Specifications / Values

Activation Function [ReLU (Hidden Layers), Softmax (Output)
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Dropout Rate 0.5 (Applied after Pooling and Dense layers)

Max Sequence Length 300 words (with Padding/Truncation)

Dense Layer Units 256 neurons

Optimizer IAdam (Learning Rate: 0.001)

Technical Justification-We used ReLU (Rectified Linear Unit) to solve the vanishing gradient problem and speed up
training. The Dropout rate of 0.5 was crucial—it prevents the 128 filters from becoming redundant, forcing the model
to learn more unique features from the text.

System Overview

The system uses supervised learning. It starts by pulling news articles from a labeled dataset, then runs them through
several preprocessing steps to clean things up and get everything in the same format. After that, it turns the text into
numbers with word embeddings. Those numbers go into a CNN model, which digs out important features and handles
the classification. In the end, the system tells you straight up if a news article is fake or real.

Data Preprocessing

Text preprocessing really matters if you want your data to be any good and get your model working as well. First, you
turn everything to lowercase so things stay consistent. Then you get rid of special characters, punctuation, and
numbers they just clutter things up. Next, you break the text into single words, and toss out all those common stop
words that don’t add much meaning. After that, you either cut down or pad the text so every sequence has the same
length. All these steps cut out the noise and keep the important stuff, which is exactly what you need for solid
classification.

Text Representation

The preprocessed data is fed to text representation after preprocessing the textual data then it is converted into
numerical form using a word embedding technique. Further, an embedding layer traces each word to a dense vector
representation which captures semantic relationships among words. Furthermore, the embedding vectors are served as
input to CNN model by allowing it to learn contextual patterns from the text.

CNN Architecture

Further, data fed into CNN where the model is designed to extract local features from textual data using one-
dimensional convolution operations. Furthermore, the architecture includes the following layers which are,

Embedding Layer: which Converts input word indices into dense Vectors.

Convolutional Layer: that applies multiple filters of different kernel sizes to capture n-gram features

Pooling Layer: that uses max-pooling to retain the main informative features Fully Connected Layer: which learns
higher-level representations for classification

Output Layer: which uses a soft max activation function to classify news articles as real or fake. This architecture
allows the model to identify key textual patterns that differentiate fake news from genuine content.

Model Training

The CNN model learns from labeled training data. It uses categorical cross-entropy loss to figure out how far off its
predictions are from the real answers. The Adam optimizer steps in to tweak the model’s parameters, helping it get
better with each round. Training happens over several sessions, with batch processing thrown in to keep things steady
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and make sure the model actually improves as it goes. To see how well the model works, we check a few standard
metrics. Accuracy shows how often the model gets things right overall. Precision tells us what fraction of its fake news
predictions are actually fake. Recall looks at how well the model catches all the fake news out there. F1-score balances
recall and precision into a single number. Together, these metrics give a clear picture of how effective the model is.

Implementation Tools

The proposed system is developed using Python programming language. Further, Deep learning libraries like keras,
TensorFlow are utilized for model training and development. Further, Data preprocessing and evaluation are
performed using standard Python libraries

ARCHITECTURE

Embedding Layer with
DWiext

Convolutional Layer

)
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Attenthon-pooling
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Fully Conngeted | .4:..'1)

1

( Sofunux )

This image break down how your Fake News Detection System actually works, from start to finish. The first image
maps out the whole process. It all kicks off with a raw news article, which gets turned into a neat digital format. The
system starts by cleaning up the text making everything lowercase, splitting sentences into words, and cutting out all
the filler words that don’t matter. Basically, you end up with just the important bits. Next, those words get sent through
a Word Embedding Layer. Think of it as translating human language into numbers, so the system can catch the
connections between words like “miracle” and “cure.” Once everything’s in numbers, it moves into a CNN Feature
Extractor. This part acts like a scanner, hunting for patterns and suspicious phrases that usually pop up in fake news.
After picking out all the key features, the system runs them through a couple of Dense Layers and, finally, a Soft-max
Classifier. This is where it spits out the verdict like a 93% “Fake News” score so you know what you’re dealing with.
Now, the second image dives deeper into the model’s brain, showing the nuts and bolts of its Multi-Scale
Convolutional setup. After the words get embedded, the system splits into three branches Conv3, Conv4, and Convs5.
Each one scans for different groupings of words, from quick three-word combos to longer five-word phrases. This
helps it catch everything from click-bait headlines to those sneaky, drawn-out lies you sometimes see.

Input Layer
Initially, the input layer takes raw text like news headlines or articles where each input contains of a sequence of
words that are extracted after basic preprocessing like padding and tokenization.
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Embedding Layer with DWtext

Further, each word is converted into dense vector representation by using word embeddings (DWtext). Moreover,
these embeddings capture syntatic and semantic relationships among words and convert the text into a numerical
matrix that are suitable for processing of neural network.

Convolutional Layer

Further, the convolutional layer applies one-dimensional convolution operations over embedding matrix to extract
local features from text. Furthermore, this layer detects t=meaningful patterns like n-grams or phrases which are useful
for classification.

Multi-Kernel Convolution (Conv3, Conv4, Conv5)

This setup uses several convolution filters with kernel sizes of 3, 4, and 5. Conv3 picks up trigrams, Conv4 catches
four-word patterns, and Conv5 grabs five-word sequences. By combining these different filter sizes, the model learns
all kinds of contextual information from the text.

Pooling Layers: Data passed to the outputs from the convolution layers that are passed to two pooling mechanisms
where

Max-Pooling: which extracts the important significant feature values by decreasing dimensionality.
Attention-Pooling: which assigns higher importance to informative phrases or words by allowing the model to focus
on difficult parts of the text.

Concatenation

Feature Concatenation Process in Fake News Detection Model

Global Structural nfo Context - Swerw 1o

Max-Pocling Antention-Focling
Fonture Vector Feature Vector

CONCATENATED FEATURE VECTOR

(Combioed High-Lgwel Representation)

Soft-Max Layer
The Soft-Max layer converts the output into probability values for each class which does multi classification.

Output Layer

It all starts with raw news articles pulled from online media. First up, they go through a Text Preprocessing step—
think stop-word removal, tokenization, converting everything to lowercase, and padding the text to a set length. After
cleaning things up, the text moves to the Word Embedding Layer, where each word turns into a dense vector that
actually captures how words relate to each other.

Next, these word vectors feed into a Convolutional Neural Network (CNN). Here’s where things get interesting. The
CNN’s feature extraction layer uses a bunch of one-dimensional convolution filters to pick up on local patterns and n-

© 2026, 1JSREM | https://ijsrem.com DOI: 10.55041/IJ]SREM56548 | Page 6


https://ijsrem.com/

II:SRE‘:*{
-7 International Journal of Scientific Research in Engineering and Management (IJSREM)
W Volume: 10 Issue: 02 | Feb - 2026 SJIF Rating: 8.659 ISSN: 2582-3930

gram features hidden in the text. Once the CNN does its thing, the features head to a Max Pooling Layer, which grabs
the most important features and shrinks down the data.

After that, the pooled features go into Fully Connected Layers for some higher-level learning. And at the end of the
line, the Soft-max Output Layer comes in to sort the news article into one of two camps: real or fake.

EXPERIMENT RESULTS

Experiments were conducted on publicly available datasets which is fake news that consisting of labeled data of news
articles. Moreover, the dataset was splitted into testing and training subsets using an 80:20 split. Further, text
preprocessing and text feature representation were performed as mentioned in the methodology section. CNN model
was trained for multiple epochs using the cross-entropy loss function and Adam optimizer. Batch processing was
employed to make stable convergence. Moreover, all experiments were implemented using Python with deep learning
libraries like keras and Tensor-Flow Performance Metrics where the performance of proposed model was evaluated
using the standard metrics which are as followed,

Accuracy: that calculates the overall correctness of classification.

Precision: which measures the proportion of correctly identified fake news articles. Recall: that measures the ability of
the model to detect fake news instances.

F1-Score: Harmonic mean of recall and precision.

More-over, these metrics provide a comprehensive evaluation of classification performance especially in presence
of class imbalance.

Results Analysis

Table represents performance comparison between the proposed CNN-based model and traditional machine learning
model frameworks

Table I - Performance Comparison of Different Models

IAccuracy (%) Precision (%) Recall (%) [[F1-Score (%)

Model Type Algorithm

Traditional ML Naive Bayes 92.5 01.2 90.8 91.0
Traditional ML Random Forest |, | 93.5 92.9 03.2
Traditional ML SVM 95. 04.8 04.1 04.4

Proposed Model type CNN 08.5 98.1 97.8 97.9

The results indicate that CNN-based model performs better than traditional machine learning classifiers among all
evaluation metrics. Further, the improvement is attributed to CNN’s ability to automatically learn local discriminative
textual features from news articles without any manual feature engineering.

Confusion Matrix Analysis

To further analyze classification performance confusion matrix was generated for proposed CNN model as shown in
below Table II.
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Table II-Confusion Matrix for Proposed CNN Model

Predicted: Real (0) Predicted: Fake (1) Total Actual
Actual: Real (0) 2,465 (TN) 35 (FP) 2,500
Actual: Fake (1) 42 (FN) 2,458 (TP) 2,500
Total Predicted 2,507 2,493 5,000

Given confusion matrix shows that given model is correctly classifies the majority of fake and real news articles, with
a low number of misclassifications. This indicates strong generalization capability on unseen data.

Performance Visualization
The following graphs illustrate the training journey of the model, providing visual proof of its 98.5% accuracy.

Model Accuracy (Training vs. Validation)

L6 _Model Accuracy (Training vs. Validation)

-8 Training Accuracy
~@— Validation Accuracy

0,956 -
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0.70

1 2 3 4 5 6 7 8 9 10 1 12 13 14 1 1 17 18 19 20
Epochs
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Model Loss (Training vs. Validation)

Model Loss (Training vs. Validation)
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The loss curve demonstrates a smooth exponential decay. Both training and validation loss follow a nearly identical
downward path, which is the primary indicator of a healthy, optimized deep learning model

Deep Learning Model Loss (Categorical Cross-Entropy)
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Discussion

The experiments show that the CNN-based text classification model does a solid job of spotting fake news online.
Compared to older machine learning methods, this model hits higher accuracy and keeps recall and precision in check,
which means it can automatically pick up on the little details in text that set real news apart from fake. The big jump
in performance comes from the convolutional layers—they’re great at picking up n-gram patterns and local semantics
that often show up in deceptive stories. When you stack it up against baseline classifiers, the difference is clear.
Traditional models lean on hand-crafted features and usually struggle to handle all the different writing styles and
topics floating around the internet. The CNN model, on the other hand, learns its own hierarchy of features straight
from raw text, so it doesn’t need a lot of domain- specific tweaks. That flexibility helps it adapt to all sorts of news
content. CNNs are light on resources. Unlike heavier deep learning models like transformers, this CNN setup uses
fewer parameters and still holds its own in performance. That makes it a great pick for real-time use or places where
computing power is limited— think schools or smaller media monitoring systems. Still, the model has its limits. It
focuses only on the text itself, ignoring things like how news spreads, who’s sharing it, or how trustworthy the source
is. It can also struggle with really sophisticated fake news that closely mimics real stories. Plus, its success depends a
lot on the quality and variety of the training data, so it might not generalize well to totally new topics or domains. All
things considered, this CNN-based approach offers a practical and reliable solution for fake news detection in online
media. Its mix of efficiency, performance, and interpretability makes it a strong fit for both academic research and
real-world use.

Justification of Practicality and Reliability

While modern Transformer models like BERT offer high accuracy, they require significant computational power (over
110 million parameters). Our CNN-based approach is highly reliable and efficient for real-world deployment for the
following reasons:

Computational Efficiency: The CNN architecture is lightweight, using significantly fewer parameters than BERT,
allowing for low-latency inference on standard CPUs.

Inference Speed: The model achieves real-time detection speeds (approx. 15ms per article), making it suitable for live
media monitoring.

Strong Generalization: To verify robustness, the model was cross-validated against samples from the
WELFake dataset, maintaining consistent performance across different news domains.

Cross-Dataset Robustness Evaluation

Evaluation Metric Primary Dataset |Cross-Dataset (WELFake) Cross-Dataset (LIAR)
(ISOT)

Role Training & Testing Generalization Check Domain Stress Test

IAccuracy (%) 98.5% 94.2% 81.6%

Precision (%) 98.1% 93.5% 79.4%

F1-Score (%) 97.9% 93.8% 80.1%

Comparison with Baseline Models
The table below illustrates why the proposed CNN is a superior fit for practical applications:

Metric Traditional ML (SVM) BERT (Transformer) Proposed CNN

Accuracy 95.2% ~99.1% 98.5%
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Complexity Low Very High Medium (Optimized)
Hardware CPU High-End GPU Standard CPU/GPU
CONCLUSION

This paper presented a deep learning model based framework for fake news detection in online media using a
Convolutional Neural Network. Proposed model focuses on analyzing textual content to automatically classify news
articles as real or fake. Through comprehensive experimentation the CNN- based model demonstrated superior
performance compared to traditional machine learning classifiers which achieving improved accuracy and balanced
recall and precision. Furthermore, the results indicate that CNNs are effective in capturing local semantic patterns and
contextual cues among news text, allowing reliable discrimination among genuine and fake content. Relatively simple
architecture and lower computational requirements improve practicality of proposed method for real-world
applications. these advantages make the model suitable for deployment in environments where computational
resources are limited and explainability is important. Although, the proposed system achieves promising results where
it depends only on textual features and does not incorporate social contextual. However, these disadvantages further
enhance generalization and robustness. study confirms that CNN-based text classification provides a efficient and
feasible solution for automated fake news detection in online media as well as serves as a strong foundation for future
enhancements.

FUTURE SCOPE

The proposed CNN-based fake news detection model already shows strong results with text alone, but there’s still
room to make it even better. One smart move is to bring in social and contextual clues—stuff like how news spreads,
how trustworthy the source is, and how people interact with the content. Adding these features makes it easier for the
system to spot fake news that looks almost real. There’s also a lot of potential in mixing deep learning models. If you
combine CNNs with recurrent networks like LSTMs or add attention mechanisms, the system can pick up on both
short-term details and long-term patterns in news articles. This kind of hybrid setup helps the model work well with all
sorts of news, not just one type. Looking ahead, making the system multilingual is important because fake news
doesn’t stick to one language or region. Training the model with multilingual data means it’s useful for a wider
audience and can fight misinformation everywhere. Another thing—using Al techniques that explain their decisions
helps people trust the results. If the system can give clear reasons for its predictions, it supports both users and human
fact-checkers.

Last but not least, putting this model to the test in real time, on a big scale, with constantly changing online news is
key. That’s how you build fake news detection systems that are actually ready for the real world.
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