
           
         International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 04 | April - 2025                          SJIF Rating: 8.586                                  ISSN: 2582-3930                                  

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                                     |        Page 1 
 

Fake News Detection System 
 

Mr. H. M. Gaikwad1, Mr.S.V.Waghmare2, Sakshi Patil3, Heetal Sarode4, Grishma Sawant5,Sakshi 

Jadhav6 

Head of AIML Dept, K.K. Wagh Polytechnic, Nashik1 

Lecturer in AIML Dept, K.K. Wagh Polytechnic, Nashik2 

Third Year Students of Artificial Intelligence and Machine Learning, K.K. Wagh Polytechnic, Nashik3-5 

 

   

Abstract: The Internet has revolutionized the way we communicate and share information. Millions of people use 

various social media platforms to post and spread news. However, since these platforms do not always verify the identity 

of users or the authenticity of their posts, they have become fertile ground for the spread of fake news. Fake news can 

serve as propaganda against individuals, societies, organizations, or political parties, making it increasingly difficult for 

humans to manually detect misinformation. 

Given the volume and speed at which information spreads online, there is a growing need for machine learning 

classifiers that can automatically detect fake news. The proliferation of social media has profound consequences on 

society, culture, and business. It both enhances connectivity and, at the same time, facilitates the rapid dissemination of 

misinformation for commercial or political gain. 

Technologies like Artificial Intelligence (AI) and Natural Language Processing (NLP) offer significant opportunities to 

develop systems that can automatically identify fake news. However, this task is challenging because it requires models 

that can understand and summarize news content, then compare it against verified information for accurate 

classification. 

This project proposes a robust framework that utilizes deep learning models and advanced NLP techniques. In the 

context of our implementation, we leverage traditional methods (like TF-IDF for text vectorization) along with a 

machine learning classifier (such as the Passive Aggressive Classifier) to distinguish between real and fake news. 

Although the high-level project description mentions the use of sophisticated models—such as improved Recurrent 

Neural Networks (RNNs), Convolutional Neural Networks (CNNs), Long Short-Term Memory (LSTM) networks, and 

even attention mechanisms with pre-trained models like BERT or GPT—the provided code demonstrates a more 

streamlined approach focused on effective feature extraction and classification. 

INTRODUCTION  

Fake news, or junk news, is deliberate disinformation or hoaxes spread via traditional print, broadcast media, and online 

social media platforms. Often amplified as misinformation on social media, fake news sometimes even finds its way to 

mainstream media, posing a significant threat to public trust, political stability, and the integrity of information. In 

response to this, we aim to develop a web-based application or browser extension that helps users identify whether a 

news source is reliable or fake. Using human-curated data from OpenSources.co, which maintains a list of around 20 

credible news websites and over 700 fake news websites, we will build a data set. We will crawl both reliable and 

unreliable sites to build profiles and store the collected data locally for further processing, including URL extraction 

and author analysis. This web application leverages machine learning techniques to classify the credibility of news 

sources. By using external libraries, our backend will employ models such as Recurrent Neural Networks (RNNs) for 

data classification and prediction. The provided code interacts with the user via a simple web interface, where users 

input a news URL. This URL will direct the system to an article that the user wants to verify. Once the user submits the 

URL, the system processes it and offers a response on the credibility of the news article by analyzing its contents 

through machine learning. The challenge of fake news detection is especially important in regions like India, where 

high digital illiteracy and low digital literacy exacerbate the spread of misinformation. Fake news finds an avenue in 
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decentralized platforms like social media, which have low credibility and make identifying the source of malicious 

content difficult. By using the Flask web application and integrating natural language processing (NLP) and machine 

learning, the project aims to quickly assess whether news is reliable or fake. This process includes text preprocessing, 

feature extraction using TF-IDF, and classification using a pre-trained machine learning model, which is further 

enhanced by additional models in the backend. This approach improves the speed and efficiency of detecting fake news, 

helping combat misinformation more effectively while addressing concerns in regions with low media literacy. In the 

provided code, we clean the news text by removing non-alphabet characters, tokenizing it, removing stopwords, and 

lemmatizing the words. After preprocessing, we transform the news into numerical features using TF-IDF vectorization 

and use a machine learning model to classify the news as real or fake. The web front-end provides quick detection and 

transparency on the authenticity of the content users consume. This project highlights the importance of tackling the 

credibility of news, particularly when it comes to decentralized, low-credibility sources, and serves as a critical tool to 

maintain the integrity of information in the face of the growing challenge of fake news. for 15 seconds 

Fake news—or junk news/pseudo-news—is a type of yellow journalism involving deliberate disinformation spread via 

traditional media as well as online platforms, often re-amplified as misinformation on social media and sometimes even 

reaching mainstream outlets. To address this issue, we plan to build a web-based application or browser extension that 

helps users identify whether a news source is reliable or fake. Our initial approach leverages human-curated data from 

OpenSources.co, which lists about 20 credible news websites alongside over 700 sites known for spreading fake news. 

We begin by profiling and crawling both reliable and unreliable sites to extract essential information—such as URLs 

and author details—which is stored locally for further processing like URL extraction and author analysis. On the 

backend, machine learning techniques, including methods based on Recurrent Neural Networks (RNNs), will be applied 

for data classification and prediction. For instance, the provided code implements a Flask-based application that 

preprocesses user-submitted news text by cleaning, tokenizing, and lemmatizing it using NLTK, and then converts the 

text into numerical features using TF-IDF vectorization. These features are fed into a pre-trained model (a Passive 

Aggressive Classifier) to determine whether the news is fake or real, thereby offering users a real-time assessment of 

news credibility. This automated approach is especially critical in environments like India, where high digital illiteracy 

and decentralized information sources make it difficult to validate news authenticitys. 

  

                                           I. LITERATURE REVIEW   

   

The rapid rise of artificial intelligence (AI) and machine learning (ML) has significantly influenced various sectors, 

including the detection of fake news in digital media. With increasingly sophisticated techniques being used to mislead 

readers, the spread of fake news on digital platforms continues to undermine public trust, political stability, and the 

integrity of information. In response to these challenges, our project focuses on developing robust ML-based methods 

for the automatic detection of fake news. This approach addresses the growing problem of misinformation in media, 

reducing confusion and restoring trust in credible news sources. As part of our study, we review the historical 

development of fake news detection technologies. The rise of social media has significantly accelerated the spread of 

misinformation, with content creators employing advanced tools like natural language generation and social bots. We 

analyze the progression of detection methodologies, noting key advancements such as the use of ML and natural 

language processing (NLP) alongside network analysis in identifying fake content. In the context of current fake news 

detection efforts, various methods have been employed, ranging from traditional machine learning techniques (such as 

Support Vector Machines, Random Forests) to deep learning models (like Convolutional Neural Networks and 

Recurrent Neural Networks). These models focus on recognizing patterns in news content, including linguistic 

structures, sentiment, and the surrounding social context. Hybrid techniques—combining content analysis with user 

behavior modeling—show significant potential to improve detection accuracy. Our review also emphasizes the role of 

datasets and evaluation metrics in the field. Popular datasets for fake news detection, such as the LIAR, FakeNewsNet, 

and BuzzFeed datasets, are crucial for training and testing models. Key performance metrics like accuracy, precision, 

recall, F1 score, and Area Under the Curve (AUC) are essential when assessing model effectiveness. We stress the 

importance of applying a multi-metric approach to gain a holistic understanding of model performance. However, 

several challenges persist in fake news detection. The constantly evolving nature of misinformation necessitates 
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detection methods that can adapt to new forms of fake news and data manipulation. Furthermore, there are ethical and 

legal considerations regarding the use of automated systems for news verification. Our review identifies these gaps 

while highlighting the urgency of finding scalable and adaptable solutions. Moving forward, we suggest exploring 

advancements in ML approaches that can integrate multimodal data (such as text analysis and network behavior) to 

boost detection performance. Additionally, real-time detection, a critical factor in mitigating the spread of fake news, 

should be prioritized. Moreover, we recommend the development of dynamic models that evolve in response to new 

forms of fake news. In conclusion, the literature underscores the need for effective fake news detection tools and 

continues to identify challenges that require further research. Our project aims to fill these gaps by developing more 

accurate and adaptable detection systems, leveraging advances in machine learning, and providing faster, more reliable 

tools for new real-time interventions. The system we are building, which incorporates a pre-trained machine learning 

model (Passive Aggressive Classifier) for classification and uses feature extraction through methods like TF-IDF 

vectorization, offers a solution that accelerates the detection process for fake news. This system can be accessed via a 

web-based interface, demonstrating the practical and impactful application of AI in combating misinformation. By 

combining preprocessing (cleaning and lemmatization using NLP), data extraction, and machine learning classification, 

we are contributing a vital tool to the battle against misinformation. Through integrations like Flask for web interactions, 

this tool allows users to submit news URLs or articles to be classified as real or fake, directly addressing the challenge 

of rapidly identifying fake news. for 25 seconds 

Rapid advancements in artificial intelligence and machine learning have transformed the way we detect fake news in 

digital media. Fake news—or junk news and pseudo-news—is deliberately crafted disinformation that mimics authentic 

news articles, thereby undermining public trust, political stability, and the overall integrity of information. Recognizing 

the severe implications of misinformation, our project aims to develop robust machine learning methods to identify 

fake news automatically. Our motivation stems from the alarming rise in fake news, which not only spreads rapidly 

through social media but also occasionally infiltrates mainstream media, thus eroding confidence in credible 

information sources. 

In our literature review, we examined the historical evolution of fake news detection—from manual fact-checking to 

the integration of sophisticated techniques such as natural language processing (NLP) and network analysis. The 

research highlights significant milestones, including the adoption of machine learning models like Support Vector 

Machines (SVM), Random Forests, Convolutional Neural Networks (CNNs), and Recurrent Neural Networks (RNNs) 

for identifying disinformation. Building on this foundation, our project leverages a practical, deployable solution 

implemented via a Flask-based web application. The provided code encapsulates this approach: it cleans input text 

using regular expressions, tokenizes and lemmatizes it with NLTK, and then transforms it into numerical features 

through TF-IDF vectorization. These features are fed into a pre-trained machine learning model—specifically, a Passive 

Aggressive Classifier—to predict whether the news is real or fake. 

Our data source for this project begins with human-curated information from OpenSources.co, which categorizes about 

20 credible news websites and over 700 known fake news sites. By crawling and profiling these sites, we extract vital 

information such as URLs, authorship, and content, storing the data locally for further analysis. Although the current 

implementation emphasizes text-based analysis, our long-term vision includes integrating multimodal data—such as 

network behavior and user engagement metrics—to further enhance detection accuracy and enable real-time 

intervention. Overall, by combining state-of-the-art NLP techniques with machine learning and a user-friendly web 

interface, our project addresses the evolving challenge of fake news, contributing to the broader effort to secure digital 

information and uphold media integrity. 

  

 

 

 

 

 

 

 

http://www.ijsrem.com/


           
         International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 04 | April - 2025                          SJIF Rating: 8.586                                  ISSN: 2582-3930                                  

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                                     |        Page 4 
 

 

 II.  SYSTEM ARCHITECTURE   

   

   
  

Fig.1 system architecture   

The Fake News Detection System processes news data from sources like Twitter to determine whether the content is 

real or fake. It begins by collecting a dataset of tweets or news articles, which then undergoes preprocessing through 

tokenization, stopword removal, and lemmatization to prepare the text for further analysis. Feature extraction 

techniques such as TF-IDF (Term Frequency-Inverse Document Frequency) and Count Vectorization are applied to 

convert textual data into numerical representations, making it suitable for machine learning models. A Deep Structured 

Semantic Model (DSSM) is used to capture deep contextual relationships, with multi-layer projections extracting 

semantic features. To analyze sequential dependencies within the text, a Recurrent Neural Network (RNN), often 

enhanced with LSTM (Long Short-Term Memory) or BiLSTM, is employed. The processed features are then fed into 

a classification model, which determines whether the news is fake or real. Finally, the system outputs a classification 

result, providing users with a reliable assessment of the authenticity of the news article or tweet. This approach 

integrates deep learning and natural language processing (NLP) techniques to enhance accuracy in fake news detection.    

  

 III.  METHODOLOGY   

   

To develop an automated system for detecting Fake News Detection System , we followed a structured methodology to 

ensure high detection accuracy and robustness. The approach focused on leveraging advanced machine learning 

techniques to differentiate between real and manipulated content. Below is a detailed description of the methodology:  

  

A. Dataset Collection and Preprocessing  

The first step in developing a robust fake news detection system involves gathering a diverse dataset of real and fake 

news articles. The dataset is curated from multiple publicly available sources, such as credible news websites, fact-

checking platforms (e.g., PolitiFact, Snopes, FactCheck.org), and social media platforms. 

 Key Steps in Dataset Collection and Preprocessing:  
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• Fake News Data Collection: Fake news articles are sourced from misinformation databases and unreliable news 

websites identified by fact-checkers, Social media platforms are analyzed to extract posts flagged as false by community 

fact-checking initiatives. 

• Real News Data Collection: Authentic news articles are collected from reputable sources such as BBC, CNN, and 

Reuters to create a balanced dataset. 

• Text Cleaning and Preprocessing: Tokenization involves breaking down articles into individual words or phrases. 

Stopword removal is performed to eliminate common words (e.g., 'the', 'is', 'and') that do not contribute to meaning. 

Stemming and lemmatization techniques are used to reduce words to their base or root form, helping to standardize 

variations of the same word. All text is converted to lowercase to ensure uniformity and reduce redundancy. 

Additionally, special characters, URLs, and HTML tags are removed to clean the text and ensure only meaningful 

content is analyzed. 

 

Feature Engineering:  

• TF-IDF (Term Frequency-Inverse Document Frequency): To evaluate the importance of words in a document 

relative to the dataset. 

• N-gram Analysis: To analyze word sequences that contribute to fake news patterns. 

• Sentiment Analysis: Evaluating the sentiment polarity of the article to detect emotional biases. 

• Readability Scores: Using readability indices (e.g., Flesch-Kincaid) to determine whether fake news articles use 

exaggerated language.  

 

B. Model Design  

The fake news detection model was built using a combination of Natural Language Processing (NLP) techniques and 

machine learning algorithms to analyze and classify news articles as real or fake. The model design integrates deep 

learning approaches with traditional machine learning techniques to achieve high accuracy in detecting misinformation 

and disinformation. 

  

Key Components of the Model:  

• Text Preprocessing and Feature Extraction: Text preprocessing and feature extraction are essential for preparing raw 

text data for fake news detection. The process begins with tokenization, which breaks text into individual words, 

followed by stopword removal to eliminate common words that do not add value. Lemmatization then reduces words 

to their base forms, ensuring consistency. For feature extraction, TF-IDF (Term Frequency-Inverse Document 

Frequency) is used to measure word importance in a document relative to a corpus. Additionally, word embeddings 

like Word2Vec and FastText capture contextual relationships between words, helping the model understand the deeper 

meaning of text. These techniques enhance the model’s ability to detect fake news by providing meaningful and 

structured data for classification. 

  

• Machine Learning Models for Classification: For fake news detection, Logistic Regression, SVM, and Random 

Forest were used as baseline models, leveraging their efficiency in text classification. Logistic Regression predicts 

probabilities, SVM finds the best separation between classes, and Random Forest enhances accuracy through ensemble 

learning. To improve classification, deep learning models like BiLSTM and BERT were employed. BiLSTM captures 

contextual relationships by processing text in both directions, while BERT leverages deep language understanding to 

detect misleading patterns in news articles. Combining these models ensures a robust and accurate fake news detection 

system. 

 

• Real-Time Detection Capability: The system was designed for real-time fake news detection, enabling instant 

verification of news articles. API integration ensures seamless deployment across social media and news platforms, 

allowing automated and efficient content verification to prevent misinformation spread. 
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C. Training and Validation  

The dataset for fake news detection was split into training, validation, and test sets in a 70:15:15 ratio, ensuring a 

proper distribution of real and fake news articles across different sources and writing styles. 

Key Steps in Training and Validation: 

• Hyperparameter Tuning: Several hyperparameters, including the learning rate, batch size, and number of epochs, 

were optimized to improve model performance. Grid search and random search techniques were used for efficient 

tuning. 

• Regularization Techniques: To prevent overfitting, dropout layers were added during training to randomly deactivate 

some neurons. Additionally, early stopping was applied to halt training when validation performance started declining, 

ensuring better generalization. 

• Evaluation Metrics: The model’s performance was assessed using multiple standard metrics: 

o Accuracy: Measures the percentage of correctly classified real and fake news articles. 

o Precision and Recall: Precision ensures fake news predictions are actually fake, while recall ensures that most fake 

news instances are correctly identified. 

o F1-Score: Balances precision and recall for a more comprehensive performance measure. 

o Area Under the ROC Curve (AUC): Evaluates the model’s ability to distinguish between real and fake news at 

different classification thresholds. 

• Confusion Matrix Analysis: The confusion matrix was used to analyze misclassifications, helping to identify false 

positives (real news misclassified as fake) and false negatives (fake news misclassified as real). This analysis 

provided deeper insights into the model's strengths and weaknesses, helping refine its accuracy. 

  

D. Deployment and User Interaction  

Once the fake news detection model was trained and validated, it was deployed on a web-based platform for easy 

access, catering to both technical and non-technical users..  

Key Features of the Deployment System:  

• Web Platform Interface: Users can enter or upload news articles directly through an intuitive interface. The platform 

provides clear instructions for submitting content, and users can also paste article URLs for analysis. 

• Automated Video Processing: Once an article is submitted, the system automatically analyzes the text using machine 

learning models to detect patterns associated with fake news. 

• Fake News Detection Results: If misinformation is detected, the system provides:  

o Detection Report: A detailed report indicating whether the news is real or fake, along with a confidence score. 

o Highlighted Misinformation Indicators: The system marks suspicious phrases or claims, helping users understand 

why an article was flagged.  

o Verification Advice: Users receive recommendations for verifying news, such as checking trusted sources, using fact-

checking tools, or cross-referencing with official statements.  

• Scalability: The system is designed to handle high traffic, making it suitable for individual users, news agencies, and 

social media platforms.  

• Continuous Model Updates: The detection model is regularly updated with new datasets to adapt to evolving 

misinformation techniques, ensuring accuracy and relevance in identifying fake news.  

 

 

 

 

http://www.ijsrem.com/


           
         International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 09 Issue: 04 | April - 2025                          SJIF Rating: 8.586                                  ISSN: 2582-3930                                  

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                                     |        Page 7 
 

 

E. Performance Optimization and Real-World Use Cases  

To enhance the efficiency and accuracy of the fake news detection system, various performance optimization 

techniques were implemented. 

 

Performance Optimization: 

• GPU Acceleration: The system was optimized to leverage GPUs, significantly reducing the time required for both 

training and inference, enabling faster text analysis on large datasets. 

• Low Latency: The platform was designed for real-time processing, ensuring quick and responsive news verification 

for users. 

 

Real-World Applications:  

• Media and News Verification: Journalists, fact-checking organizations, and media houses can use the system to verify 

news articles before publishing, ensuring content credibility. 

• Social Media Platforms: The system can be integrated into social media platforms to automatically flag or warn users 

about potentially misleading news articles, helping prevent misinformation spread. 

• Legal and Forensic Analysis: n legal cases, the system can assist in verifying the authenticity of news reports and 

claims, aiding digital forensics in identifying false narratives.    

  

  

 IV.  RESULT AND DISCUSSION   
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The front-end of the AI-powered Fake News Detection System is designed with a simple and user-friendly interface. 

Users can input a news headline into the designated text box and click the "Predict" button to check its authenticity. 

The system processes the input using Natural Language Processing (NLP) and machine learning models, then 

displays the classification result on the screen, indicating whether the news is real or fake..  

The proposed model effectively detects fake news by analyzing linguistic patterns, contextual inconsistencies, and 

credibility indicators. The key points are as follows:  

Fake News Classification 

The model analyzes the text and classifies it as either fake news or real news based on linguistic patterns, word choices, 

and contextual features extracted from the dataset. 

Prediction Display 

Once the user submits a news headline, the system provides immediate feedback. In Fig. 1, the result states "Prediction 

of the News: Looking Fake News," indicating the entered headline is likely misinformation. Conversely, in Fig. 2, the 

result states "Prediction of the News: Looking Real News," confirming the news is authentic. 

Text Analysis and Feature Extraction 

The model examines multiple factors, including sentiment, credibility of sources, and semantic consistency, to detect 

misleading or false information. Advanced NLP techniques help in identifying news manipulation tactics. 

Practical Application 

This system is a valuable tool for journalists, researchers, and social media users to verify news before sharing. It helps 

combat misinformation and promotes the spread of reliable news content. The model is designed to handle diverse 

datasets and continuously improve through learning, making it a robust solution for fake news detection. 

 

V.  CONCLUSION    

The Fake News Detection System plays a crucial role in identifying and mitigating the spread of misinformation on 

social media and other digital platforms. By leveraging advanced machine learning and natural language processing 

techniques, the system effectively analyzes news content to determine its authenticity. It detects patterns, 

inconsistencies, and credibility indicators, ensuring accurate classification of news articles. 
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This tool is particularly valuable in combating the rapid dissemination of false information, helping users verify the 

credibility of news before sharing or believing it. With continuous improvements in model accuracy and real-time 

detection capabilities, the system contributes to maintaining media integrity and fostering a more informed society. 
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