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Abstract 

Product reviews play a vital role in determining 

the sales of products on online shopping 

websites such as Flipkart, Amazon, and 

Snapdeal. This paper proposes a framework to 

detect spam or fake reviews using Opinion 

Mining, or Sentiment Analysis. Here, we 

examine customer views in text form. First, we 

determine if a review is for a particular product 

using a Decision Tree method. In order to 

identify spam, we use a Spam dictionary to 

identify words related to spam in the reviews. 

There are different algorithms used in Text 

Mining, and thus 

we are driven to certain conclusions based on 

these calculations. 

Keywords: text mining, decision trees, opinion 

mining, and spam review 

identification. 

I. INTRODUCTION 

Product reviews in today's marketplace are 

critical in influencing consumers' purchasing 

decisions online. Most people go through these 

reviews prior to purchasing a product. Reviews 

may be negative or positive, where positive 

reviews tend to attract more customers than 

negative reviews. This means that product reviews 

have a great effect on a business, as they could help the 

business gain profit or incur a loss. Customers often 

comment on products they buy, but with real reviews 

come many fake reviews that can mislead buyers. 

 

 

There are a lot of reviews on online shopping sites and 

apps such as Amazon and Flipkart, which are largely 

motivated by money. Although there are a lot of 

reviews by actual customers describing their 

experiences, there are many false reviews also 

available for the same purpose. For example, if a 

person leaves a bad review of an iPhone 8 on an Apple 

review website because of bad service, it can give a 

bad impression of the product to potential customers, 

which can ultimately damage sales. To offset the 

effect of such genuine reviews, Apple Inc. may go to 

the extent of employing people to leave good reviews 

to improve its reputation. This practice may deceive 

customers into buying inferior products, while quality 

products or truthful services are denied by 

http://www.ijsrem.com/
mailto:bhavanamsaikotireddy@gmail.com
mailto:bhavanamsaikotireddy@gmail.com
mailto:mahith.bommireddy2002@gmail.com
mailto:chirumamillavenkatasivasai@gmail.com
mailto:chirumamillavenkatasivasai@gmail.com
mailto:Maheswari.it@drmgrdu.ac.in
mailto:dhivya.cse@drmgrdu.ac.in


        International Journal of Scientific Research in Engineering and Management (IJSREM) 
                  Volume: 09 Issue: 04 | April - 2025                          SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                         |        Page 2 

false negative reviews. Individuals who write 

such fake reviews with the intention to deceive 

consumers or opinion analysis programs are 

commonly called spammers, and their reviews 

are termed as spam reviews. To show how 

difficult it is to detect spam, let us take an 

example of a review written on oyo.com (Indian 

version). This review, as with all of the reviews 

done by the one selling the hotel, makes it 

challenging to separate what is true and what 

isn't: "If you don't mind small room size (usual 

in India), then you will fall in love with this 

hotel.". It’s a ten- minute walk from the railway 

station, cleanliness is a top priority for the 

hotel, and they offer a great OYO breakfast with 

tea/coffee, along with outstanding service at a 

very cheap price. There is absolutely nothing to 

be unhappy about. 

Other people's thoughts and opinions have 

always played a significant role in the decision-

making process. Even prior to the widespread 

use of the internet, individuals would ask other 

people for their opinions about products or use 

surveys to assist 

them in making a decision. 

 

 

With the advent of the World Wide Web, 

consumer behavior has changed, and now more 

individuals are buying products online. With the 

increase in internet usage, there has also been an 

increase in the habit of people sharing their 

reviews, ratings, and comments. Sharing 

feedback has been found to be highly beneficial 

for other consumers who make their purchases 

based on online sites. 

 

 

Consequently, the number of reviews has 

increased, and they play an important role in 

influencing purchasing decisions. Best- selling 

items receive hundreds of reviews that may 

enhance or decrease their sales, 

hence the importance of these views. Our application is 

designed to sift through the reviews, separating the real 

reviews from the spam, to enhance the precision of the 

existing system and drive the sales of genuine products 

based on users' actual experiences. 

 

 

II. LITERATURE SURVEY 

 

 

To fulfill the research goals, the following 

methodology will be used (see Figure 2.1): 

 

Research and Survey: It consists of a complete 

analysis of the latest research very much connected 

with the theoretical problem statement and research 

questions. 

After the study of current literature in spam detection 

within non-Arabic opinion reviews, we will determine 

the inadequacies of current techniques and create ways 

to fill these inadequacies within our research. 
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Data Acquisition: Here, we will generate an in-

house data set of spam reviewers and reviews, 

taken from online e-commerce websites such as 

Amazon and Flipkart. 

The data will be acquired by humans and will 

differ in attributes and sizes, with records 

chosen randomly from the available data on 

these websites. 

Data Integration: Here, we will combine data 

from various review sources into a 

single format. 

Spam Identification Labelling: In this phase, 

we will inspect the merged dataset for various 

kinds of spam and label each record as spam or 

non-spam manually. 

Pre-processing: This process includes applying 

pre-processing techniques to handle missing, 

noisy, and inconsistent data. Techniques may be 

case folding, removal of characters, 

tokenization, handling slang words, stop word 

removal, stemming, and number normalization. 

- Processing Stage: Here, we will execute the 

following steps: 

1. Data mining grouping. 

2. Classification of text mining. 

3. Classification of Data-Text mining. 

We will utilize each of them through various 

classification techniques. 

Evaluate the Approach: We will then check the 

results and determine the effectiveness of our 

method by comparing it with existing ones. 

The Public Opinion Survey contained various 

questions to break down the role played  by 

product reviews for various consumers while 

buying a product. All the volunteers used to 

purchase stuff online. 

The survey was planned to estimate how 

people's perceptions were shaped while 

relying on product reviews when making a 

purchase. The results fell in line as expected and 

bolstered arguments established previously. 

III PROBLEM DISCRIPTION 

The main objective is to increase customer satisfaction 

and enhance the experience of shopping online. For 

this purpose, numerous online stores now facilitate 

customers to post reviews about the products they 

bought. With more people getting used to the internet, 

a large number of people are rising to write reviews 

and 

post them on websites, which helps fellow shoppers. 

Reviews also affect the profitability of the business of 

e- commerce. 

Consequently, the number of reviews for products is 

growing exponentially. Best- selling items can have 

thousands of reviews on leading retail platforms. With 

anyone being able to leave an opinion, this also 

provides opportunities for individuals and entities to 

leave deceptive or spam reviews to support or 

discredit particular products. The system in place today 

does not successfully filter out spam and useless 

reviews and comments. 

 

 

Hence, an urgent need has arisen to develop an 

intelligent system that can automatically process 

opinions and classify them as spam or non-spam. 

 

 

 

IV. EXISTING APROACH 

By taking several public opinion polls, it is possible to 

analyze that individuals do read and act upon online 

ratings and product 

reviews. A survey by a leading website found that: 

- More than 80% of the online buyers go through the 

existing reviews. 

- 50% base their purchasing decisions on the ratings 

of the products. 

- 30% of the consumers compare ratings of 

competing products prior to making their 

decision. 

Evidently, consumers appreciate the opinions of fellow 
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users, and businesses that offer these products do 

too. Websites, blogs, discussion forums, and 

other media are repositories of customer 

recommendations, which are valuable sources of 

text data. Therefore, both younger and older 

generations significantly depend on online 

reviews. This means that individuals tend to 

make a choice about buying a product by 

considering and thinking over available 

opinions on it. If a prospective customer forms 

an honest overall perception of a product by 

taking into account existing sentiments around 

it, there is every chance that they will proceed to 

make the 

purchase. Generally, if the percentage of positive 

and impactful opinions is large, the general 

impression will be highly positive. On the other 

hand, if the general impression is bad, chances 

are that they will not purchase the product. 

 

 

Nowadays, customers are free to write any 

opinion, which can encourage people and 

organizations to write false reviews to 

promote or discredit some products. 

Naive Bayes Theorem 

Naive Bayes Classification is a supervised 

machine learning algorithm that is simple yet 

extremely efficient for classification problems. 

It works under certain assumptions, and even 

slight breaks in these assumptions usually do 

not affect the performance of the algorithm 

considerably. The Naive Bayes theorem relies 

on the following main assumptions: 

 

 

1. All features are conditionally independent. 

 

 

2. All random variables in the assumptions are 

independent of one another and are 

drawn from similar distributions. 

3. The Naive Bayes theorem is derived from 

the mathematical Bayes Theorem in probability. 

The Bayes theorem states: 

 

 

 

Posterior Probability 

The posterior probability can be 

understood as: “What is the probability that a specific 

object belongs to class i, given its observed feature 

values?” 

 

 

For instance, 

 

 

In this equation, 

\( A_{i } \) is the \( i \)th class of the classes (1, 2, 3,. 

m) 

 

 

\( E_{i } \) is the feature vector of the \( i 

\)th sample (1, 2, 3,. n) 

 

 

In other words, the posterior probability shows the 

probability of sample i being in class \( A_{i } \), given 

the feature vector 

\( E_{i } \). 

 

 

 

 

 

V. PROPOSED APPROACH 

Sentiment Analysis 

 

Review analysis includes extracting and aggregating 

positive and negative opinions from product reviews 
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using opinion mining. This paper aims to 

generate feature-based summaries from user 

reviews of items on e-commerce sites. 

From a dataset of a particular item, e.g., a phone, 

the problem can be divided into three 

subproblems: (1) Determining the product 

features described by the customers in the 

review field. (2) For each product feature, 

identifying the review sentences that reflect an 

opinion (positive or negative). (3) Preparation of 

a summary report based on the different 

observations collected. Also, the analysis 

involves the detection of spam reviews by 

identifying fictitious or misleading content. 

Spammy language-based reviews can be 

screened out so that there can be a proper 

assessment of the product. 

 

Decision Tree 

 

A decision tree is a useful decision-making 

support tool. It is tree-shaped, and it is a model 

of a decision and its potential outcomes, such as 

utility, cost of resources, and outcomes of 

chance. This is one of the methods of 

visualizing conditional control statements. 

Among the several uses of decision trees, they 

are used most widely in operations research, 

specifically for analyzing decisions to develop a 

plan for reaching intended results. They are also 

an integral part of machine learning. 

A decision tree is a graph-like representation 

where every node corresponds to a "potential 

outcome" given an attribute (for instance, the 

outcome of rolling a die, which may be 1, 2, 3, 

4, 5, or 6). Every branch signifies the outcome of 

an action, and every leaf node signifies a class 

label (the decision made after checking all test 

cases). The route from the root node to a leaf 

shows the classification rules. 

In decision analysis, a decision tree and its 

corresponding diagram are utilized as a 

graphical aid and decision-making tool, where 

the expected utilities of rival alternatives are 

determined. 

There are three kinds of nodes utilized in a 

decision tree, and they are: 

 

 

1. Chance nodes – with circles used to symbolize 

them. 

 

 

2. Decision nodes with squares used to represent 

them. 

3. End nodes with triangles used to indicate them. 

Decision trees find extensive applications in 

operations research and management. Wherever 

decisions must be taken on-line without an option to 

correct them and 

where the information is incomplete, one should apply 

a probability model with the decision tree as a best 

choice model or an online selection model algorithm. 

 

 

Business, health economics, and public 

health undergraduate students learn about decision 

trees, influence diagrams, utility functions, and other 

tools and methods of decision analysis, which fall 

under operations research or management science. 

 

 

To train a model, we use a decision tree, which 

predicts values or classes of the target variables by 

learning decision rules from training data. 

 

The Decision Trees algorithm is simpler to 

comprehend than other classification 

algorithms. It uses a tree structure to solve problems. 

In the structure, every internal 

node represents an attribute, and every leaf node 

represents a class label. 

 

 

Decision Tree Algorithm Pseudo code 

1. The root of the tree must have the best attribute of 

the dataset. 
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2. The training set is split into subsets, with 

each subset having the same values for a given 

attribute. 

Steps 1 and 2 are iterated for each subset until 

leaf nodes are formed in all branches of the 

decision tree.  

 

VI. PERFORMANCE ANALYSIS 

 

 

Sentiment is a feeling, thought, or opinion, and 

is usually linked to opinion mining, 

which analyzes how individuals feel about 

different entities. The internet is full of 

sources that give sentiment information. From 

the user's point of view, people can post their 

opinions on many social 

networking sites, such as forums and micro-

blogs. 

 

Figure 6.1 illustrates our suggested model for 

classification, which is also used in this paper as 

the framework. Our primary 

contributions are contained within Phases 2 and 

3. In Phase 2: 

 

 

1) We suggest and develop an algorithm to 

detect negative phrases; 

2) We add a mathematical solution for 

calculating sentiment scores; 

3) We introduce a feature termed as the vector 

generation method for classifying sentiment 

polarity. 

In Phase 3 
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VII. CONCLUSION 

 

In the paper, we have proposed a framework for 

finding spam or forged product reviews based 

on Opinion Mining, or commonly known as 

Sentiment 

Analysis. This is performed by analyzing 

opinions of customers reflected in text 

form. First, we determine whether a review 

relates to a given product using a Decision 

Tree. For spam detection, we make use of a 

Spam dictionary and identify spam- words in 

the reviews. Moreover, we utilize different 

algorithms in Text Mining through which we 

can obtain certain 

outcomes from our analyses. 
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