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Abstract:  A crucial path in different DSP units involves the parallel summing of several operands. Compressors and counters 

with a high compression ratio are required to accelerate the summation. This article presents the sorting network based 

exact/approximate (4:2) compressors and quick saturated binary counters. When one-hot code sequences are the only way to 

encode reordered sequences, sorting networks are employed. There is an uneven distribution of inputs to the counter. By 

connecting the rearranged sequence to the one-hot code sequence using three distinct Boolean equations, the counter's output 

Boolean expressions can be considerably reduced. In order to achieve 27.0% improvement in delay, 26.2% improvement in area-

delay product, and 52.0% improvement in power-delay product, we use the aforementioned technique to construct and optimise 

the (7,3) counter. The (15,4) counter is built in a similar fashion; it uses far less power and space while achieving a delay that is 

around 35.3% shorter. Instead, the performance of the built (31.5) counters increases by about 26.7% as the area increases. 

Incorporating counters into a 16×16 bit multiplier improves the multiplier's performance in area delay product by 31.8% and 

power delay product by 32.1% when compared to other designs of counters. The area-delay product is improved by 10.2% to 

37.4% and the power-delay product by 22.3% to 48.0% when an 8×8 bit approximate multiplier is used to construct 

exact/approximate (4:2) compressors. 

 

Index Terms - Binary Counters, Sorting Network, Compressors. 

________________________________________________________________________________________________________ 

I. INTRODUCTION 

The critical path, which is essentially the sum of several operands, is an integral part of many digital signal processing (DSP) 

units. To add up all the partial products, the basic multiplier circuit employs the Wallace Tree structure [1]. The performance of a 

basic multiplier is limited by the structure of the Wallace Tree. Elliptic Curve Cryptography (ECC) and public-key cryptosystems 

like RSA are able to generate modular multipliers through the use of a big number multiplier based on either the Toom-Cook 

technique [4] or the Karatsuba algorithm [3]. 

These two algorithms have been the subject of numerous articles, and hardware implementations of both have emerged. All of 

these articles, including [5], make use of the summation of many operands in a significant number of the circuit's components. As a 

post-quantum cryptosystem, fully homomorphic encryption (FHE) provides strong protection for data stored in the cloud. To speed 

up the multiplication of huge numbers and polynomials, however, it desperately needs the Number Theoretic Transform (NTT) [6]. 

The fundamental processing unit of certain high radix [6] NTT implementations is made up of the summation of a number of 

different operands. Two well-known methods for combining numerous operands are the Reduced Wallace Tree [2] and its better 

variant, the Wallace Tree structure [1]. These techniques use complete adders as (3,2) counters, which eats time at a logarithmic 

rate, to speed up the summing. It is also possible to refer to this kind of structure as a carry save structure. 

A number of digital signal processing (DSP) units heavily use the critical path, which is largely composed of the sum of several 

operands. In a simple multiplier circuit, the partial products are added using the Wallace Tree structure. The basic multiplier is 

limited by how well the Wallace Tree structure works. A modular multiplier derived from the Toom-Cook method [4] or the 

Karatsuba algorithm [3] is utilised by elliptic curve cryptography (ECC) and public-key cryptosystems such as RSA. 

II. LITERATURE REVIEW 

These two algorithms have been the subject of numerous articles, and hardware implementations of both have emerged. Using 

the addition of several operands, the publications, such as [5], define many circuit components. When it comes to cloud computing, 

a postquantum cryptosystem that provides strong security is fully homomorphic encryption, or FHE. The speedup of big number 

and polynomial multiplication, however, is severely hindered without the number theoretic transform (NTT) [6]. The fundamental 

processing unit of certain high radix [6] NTT implementations is made up of the summation of a number of different operands. 

When it comes to summing up a large number of operands, two of the most famous methods are the reduced Wallace tree [2] and 

the original Wallace tree structure [1]. The summing speed is increased by a logarithmic amount of time using these methods, 

which use full adders as (3,2) counters. There is another name for this kind of organisation, which is the carry–save structure. Since 

that time, numerous articles have been written that explore how to create a structure that is more time efficient in order to speed up 

the summation process, such as [7-10]. To design a counter or compressor that can handle more bits at the same weight while 

maintaining performance is the primary objective when going for a higher compression ratio than the (3,2) counter. 

  

http://www.ijsrem.com/
mailto:bachusrinivas@gmail.com


          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 

             VOLUME: 08 ISSUE: 06 | JUNE - 2024                                       SJIF RATING: 8.448                                         ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM35333                                 |        Page 2 
 

 

Fig. 1. Using complete adders, merge the (7,3) counter. 

A bias voltage of 0.55 V is also applied to each PMOS load transistor. The circuit has a worst-case delay of 1.3 nanoseconds 

when it is not loaded, and it employs four buffer/inverter circuits for each output, which results in a delay of 1.6 nanoseconds. The 

configuration exhibits delay characteristics that are equivalent to those of counter circuits constructed employing source-coupled 

complete adder circuits in a tree design (7, 3), as depicted in Figure 1. 

III. PROPOSED (7,3) COUNTER 

In this section, a 7-and-3 counter is designed. A brief review of the design in [11] is in order before we get on to the main point 

of comparison. After considering the recommendation in [11], they built a (7,3) saturation counter using a symmetric stacking 

structure and an extremely fast (6,3) counter. The design is the quickest when compared to other (7,3) counters, however it has poor 

delay performance due to optimising it and just adding a MUX to the critical route. Our solution to the issue in [11] is to build a 

(7,3) counter directly. We begin with two sorting networks in an asymmetrical fashion, as shown in Figure 2, as opposed to the 

symmetric stacking structure. 

Some Characteristics of Sorting Network 

Two features of sorting networks are summarised here in accordance with the review given in the preceding section. Since "1" 

is larger than "0," the first "1" is at the beginning of the sequence when there are any "1"s and the last "0" is at the end of the 

sequence when there are any "0"s, as illustrated in Figure 2. For a reordered sequence to have both "1"s and "0"s, the two values 

must meet at some point. By inserting a fixed one-bit "1" at the start and a fixed one-bit "0" at the end of the rearranged sequence, 

we may manage sequences that consist solely of "1"s or "0"s. The 0,1-junction will always exit due to this. 

Secondly, the original sequence (which served as inputs to two sorting networks) and the rearranged sequence both contain an 

equal amount of "1"s and "0"s. We disregard the fixed padded "1" when counting, even though it would alter the overall number of 

"1"s in the padded sequence. 

 

Fig. 2. Definition of a sequence. 

 One-Hot Code Generation 

Asymmetric pre-reorder: Three layers of binary sorters are required for both 3-way and 4-way sorting networks (in the latter 

case, the two sorters on the same layer can be computed in concurrently), as shown in Figure 3. The basic two-input logical 
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gate layer, textcolorred, is consumed by each layer of binary sorters (Fig. 4). Therefore, the amount of time required for 3-

way and 4-way sorting networks is nearly identical. 

 

Fig. 3. 3-way and 4-way sorting networks. 

 

Fig. 4. Tow inputs binary sorter. 

To divide a (7,3) counter's seven inputs in half, this is the foundation. The first part contains four bits, while the second part 

contains three. 

IV. RESULTS  

  

Figure 5 shows the proposed counters, which are more versatile than current designs because to their improved ADP 

performance and reduced latency where speed is required. 
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Fig 5: The ADP construct of (7,3), (15,4) counters. 

 
Fig 6: Top module for 7:3 counter  

Fig. 8: Top module for 15:4 counter 
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Fig 7: RTL schematic for 7:3 counters

            

 
Fig. 8: Top module for 15:4 counter 

V. CONCLUSION 

A crucial path in different DSP units involves the parallel summing of several operands. Compressors and counters with a 

high compression ratio are required to accelerate the summation. We create (7,3) and propose a new counter design approach 

based on sorting networks in this paper. In comparison to other designs, the (7,3) counter uses less power and area while having 

an 8.1% to 27.0% reduction in delay. In this work, we present a current-mode multi-operand adder that operates in the same way 

as a (7, 3) counter circuit. All of the inputs and outputs will work with SCL circuits. The suggested circuit makes use of 28% less 

transistors than the standard SCL version. The proposed multi-operand adder has an area need that is 23% lower than its SCL 

equivalent; both are laid out. T Since the (15,4) counter reduces latency by 14.9% to 35.2% under critical speed conditions and 

outperforms existing designs in ADP and PDP by 14.7% to 49.0% and 41.2% to 72.7% under critical area or power conditions, 

respectively, it is more adaptable than existing designs. 
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