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Abstract - The increase in e-learning resources and online 

facilities for applications, examinations and evaluations has 

generated huge amount of data in educational field. As quality 

of education plays vital role in development of individuals, this 

work aims at analyzing the quantity as well as quality of 

education district wise, in a state, by utilizing a competitive 

exam result database. In some district, the results may be better 

quantitatively, while in others, number of students cleared may 

be less, but scores may be higher. The aim is to understand the 

strength and weakness of existing educational infrastructure 

and how to bring up its level in rural districts, thus helping 

policymakers to reform and improvise. The collected database 

undergoes pre-processing phase to ensure its quality and 

feature engineering is done for missing values, data validation, 

inconsistencies, data dependencies and outliers. Data 

inconsistency is handled to ensure data integrity and reliability. 

Outliers are detected and removed to avoid skewing the 

predictions on examination results. Machine learning and deep 

learning models will be applied to Exam-result database to 

analyse and extract valuable insights. This knowledge can aid 

in optimizing resource allocation, improving policies to 

enhance overall educational outcomes and implementing 

targeted interventions. The accurate predictions generated from 

this work can help to identify applicants’ risk of 

underperforming and can provide personalized support 
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1. INTRODUCTION 

 
Competitive exams are a good tool for evaluating knowledge, 

skills and ability of a candidate. They provide a transparent way 

to select candidates on the basis of their merit rather than 

favoritism. Merit based selections assures quality in place of 

quantity, providing equal opportunities to all candidates 

regardless of their gender, background or social status and 

enable individuals from diverse background to excel. Success 

in these exams requires hard work, dedication and discipline. 

Achieving good scores in exams lead to personal growth and 

development and bring recognition and prestige to individuals.  

A state has 30 administrative districts. Only 24% is urban and 

remaining 76% area is rural in state. Government agencies 

conduct three types of competitive exams: entrance exam, 

recruitment exam and eligibility test. Competitive exams offer 

efficient and transparent way to sort large number of 

candidates, helping organizations and institutions to streamline 

the selection process and identify the most suitable candidate.  

 

Agencies conducting exams collect different data including, 

personal details, educational background, identification 

documents, payment information, choice of exam center, date 

of registration etc., using online application forms submitted by 

candidates. On the basis of application data, agencies issue 

digital Admit cards to candidates and allot exam centers to 

them. After examination, scores and result data is generated. 

Candidates get rank or percentile and result status.  

 

Performance analysis of candidates on the basis of 

demographics and regions is possible. Data mining and 

machine learning techniques can help find trends, patterns, 

outliers and factors affecting performance. Predictive models 

can estimate the likelihood of candidate’s success on various 

parameters as age, gender, category, caste and living area. 

Ranking analysis can provide insights into competitiveness of 

the individual.  

 

Data mining can generate performance metrics as average 

marks and standard deviations which can be used by 

policymakers and institutes to upgrade education facilities in 

rural districts. It can also uncover candidate’s behavior of not 

appearing in exam. Feature extraction techniques enable the 

transformation of raw data into a more manageable and 

insightful representation. Methods like Principal Component 

Analysis (PCA) or t-Distributed Stochastic Neighbor 

embedding (t-SNE) can reduce the dataset's dimensionality by 

preserving essential information. Pattern Recognition can help 

identifying candidates' strengths and weaknesses, aiding in 

personalized learning and targeted interventions within exam 

result data.  

 

Here recruitment exam data is collected and analyzed. 

Objective is to upgrade rural candidates and increase facilities 

and awareness. The results may facilitate policymaker and 

institutions to decide which area or districts are too backward 

and weak in which education.  
 

 

2. Data collection and data description 

 
Data description and data collection are important steps in the 

process of conducting research in machine learning, data 

science and data analytics. Here data is collected from a 

competitive exam conducting organization’s website. This 

organization conducts state level examinations and displays 

merit list on their website. Result table is of recruitment exam 
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for filling post of lecturers in Mathematics department. Data is 

in structured form. In this project real data of candidates’ results 

from exam conducting organization is used for analysis. 
 

Location where the candidates live is termed as domicile 

district and staying has a direct impact for their examination 

results. There are 30 districts and applicants are divided among 

these 30 districts. Districts are either urban or rural. This state 

has 76% of rural area and only 24% of urban area. Thus most 

of the districts come under rural area. Education facilities and 

quality is much better in urban districts. Therefore number of 

applicants from rural districts are lesser in number and their 

scores are also less as compared to urban candidates. 

 

2.1 Categorical and Numerical data 

 

Shape of the considered result dataset is (12484, 40). 

 

# Of Categorial Data in the Maths dataset  

['excd', 'exnm', 'appno', 'regno', 'cennm', 'cname', 'relative', 

'rel_name', 'mname', 'dob', 'gender', 'gender_det', 'category', 

'ph', 'phtype', 'ex', 'clas_type', 'domicile', 'dist_ep', 'dist_dom', 

'pvtgtype', 'cadc_appl', 'cadc_sub', 'cadc_pgper', 'cadc_qual', 

'cadc_exp', 'cadc_expyr', 'status', 'mrkfnl'] 

 

# Of Numerical Data in the Maths dataset  

['dst', 'rollno', 'cencd', 'cat', 'krishak', 'cadc_ugper', 'cadc_12per', 

'mrk', 'experien', 'bonus', 'rank'] 

 

2.2 Class imbalances on the dataset: 

 

2.2.1 Class imbalance based on marks: 

 

 
Fig-1: Class imbalance based on marks 

 

As seen in Fig-1, skewness = 0.459, hence “marks” data is not 

skewed. 

 

2.2.2 Class imbalance based on gender: 

 

The distribution of males/females is 52% and 48% respectively, 

as seen in Fig-2. 

 

 

 

 
 

 

 

 

Fig-2. Class imbalance based on gender 

 

2.2.3 Class imbalance based on category of candidates: 

 
 

Fig-3. Class imbalance based in category of candidates 

 

There is a lot of imbalance among the various categories. Hence 

preprocessing will be required here. 

 

 

3. Data visualization 

 
3.1 Relation between gender and category 

 

 
Fig-4. Relation between gender and category 

 

 

3.2 Number of absent candidates from each category 

 

 
 

Fig-5. Absent candidates from each category 

 

 

3.3 Numerical data analysis for district from which 

candidate appeared, UG and 12th percentages, marks, 

experience, bonus and category 

 

 

 

Table-1. Skewness and Kurtosis of numerical data 
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Fig-6. Numerical data analysis 

 

3.4 Correlation matrix 

 

 
 

Fig-7. Correlation matrix for numerical data 

 

From the correlation matrix, all the predictors more or less 

seems to be independent. Some have a correlation around 0.35 

but those are acceptable margins. Features with moderate to 

high correlation are more linearly dependent and have almost 

the same effect on the dependent variable. So, when two 

features have high correlation we can drop one of the two 

features. Further, there isn't any strong relationship between the 

target (marks) and any of the predictors as the correlation 

coefficient is very close to 0. 

 

 

4. Data pre-processing and cleaning 

 
Data table contains many missing values, errors, outliers and 

inconsistencies. Cleaning and preprocessing is done before 

modeling. 

Duplicate records doesn't provide any significant information 

for data mining algorithm, hence, will be removed from the 

dataset; retaining one instance of the duplicate record for 

modelling. 

 

In data analytics, outliers are data objects that are significantly 

different from other objects. Outlier data needs to be edited, 

worked on, or manipulated before suitable analysis, as they can 

cause anomalies in the results obtained. They require special 

attention and need to be removed in order to analyze data 

effectively. 

 

Outliers are categorized as Global outliers, Contextual Outliers 

and collective outliers. 

Manually entering data, adding dummy data for test detection, 

extracting or mixing data for sampling, data processing errors, 

measurement errors, experimental errors are some causes of 

outliers. 

 

4.1 Handling null, missing, duplicate and ambiguous 

records in dataset 

 
The dataset has 31218 NA, null or missing values. 

Since this is a result database, the roll number will be unique. 
But there are ambiguous cases where, a candidate applied for 
exam more than once from more than one district. This 
generated duplicate records. But even if a candidate had more 
than one record, he appeared from one location only. Thus, his 
status was marked present only at one place and rest were 
absent. 

There were 113 such duplicate records found when compared 
on the basis of candidate name, date of birth and status 
(present/absent).  

 
 
4.2 Removing absent candidates from the dataset 

 

There are 6037 absentees in the exam. 

 

 
 

4.3 Removing outliers from the dataset 

 

Here outlier records are the ones with negative marks and blank 

domicile districts. 

http://www.ijsrem.com/
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4.4 Dropping columns having distinct values in the dataset 

 

Columns with one distinct values doesn’t provide any 

significant information while doing modelling. If any column 

contains one distinct value, then it can be dropped. 

 
Following columns will be dropped: 

'cname','rel_name','dob','cat','dst','status','excd'

,'exnm','appno','regno','rollno','cennm','cencd','re

lative','mname','dist_ep','gender_det','phtype','ex'

,'krishak','clas_type','domicile','pvtgtype','cadc_p

gper','cadc_appl','cadc_sub','cadc_qual','cadc_exp',

'cadc_expyr','mrkfnl','rank' 

 

 
 

After the preprocessing and cleanup is done, the datasets were 

again checked for imbalances. There wasn’t any significant 

differences observed. Feature engineering needs to be done in 

order to further apply modelling. 

 

 

5. Feature Engineering 

 
Feature Engineering is the act or process of selecting, 

manipulating and transforming data into features that can be 

used in supervised learning. In order to make models work well, 

it is necessary to design and train better features. Feature 

transformation aim is to plot and visualize data, speed up 

training and increase accuracy of the model. 

 

5.1 Transforming categorical columns 

 

The categorical features in the dataset cannot be used for 

directly for modelling and applying machine learning 

techniques. Hence, these features are to be converted to 

numerical columns. 

 

Post preprocessing and cleanup, there are only four categorical 

features left – domicile district, category, gender and physically 

challenged. 

 

There are 30 districts in the state being considered, which are 

classified as developed and under developed. Also, a lot of 

imbalance was observed for this feature. Since the main focus 

is on the relation between district and marks, the district is 

being converted to binary data based on the above 

classification.  

 

For the remaining categorical features, ordinal encoding is 

applied, to transform them into numerical data before applying 

the ML techniques. 

 

The new dataset looks like: 

 

 
Table-2. Converted categorical data to numerical 

 

5.2 Handling outliers and skewness for the numerical 

features 

 

As observed, “cadc_ugper”, “experien”, and “bonus” are 

heavily skewed. Performing following steps to handle it: 

• Outlier Capping: We applied capping based on quartile 

value of 0.05 as lower limit and 0.95 as upper limit. 

• Since most of the values in “experien” and “bonus” are 0, 

we can convert it as a categorical column containing 0 and 

1. 

• Log Transformation: Finally we applied log 

transformation to reduce the skewness and handle the 

outliers. 

 

Skewness before processing: 

                           

 
Table-3. Skewness and Kurtosis before processing 

 

Skewness after processing: 

                             

 
Table-4. Skewness and Kurtosis after processing 

 

 

6. Implementing Machine Learning Models 
 

Transforming data into train and test dataset: 

 
Table 5. Record and Feature counts of Training and Test sets 

 

Will be using 70:30 split ratio to test the machine learning 

models. 

 

6.1 K-Neighbors (KNN) 

 

K-nearest neighbor is a supervised machine language algorithm 

used to solve classification or regression problems. It is a non-

parametric algorithm as it does not make any assumption on 

data. K-NN algorithm assumes the similarity between the new 

data and available data and put the new data into the category 

that is most similar to the available categories.  

It is also called as lazy learner as it does not learn from the 

training set instead it stores dataset and perform actions at the 
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time of classification. The most preferred value for it is 5 and 

low values can be noisy and may lead to effects outliers. 

KNN is simple to implement on large training data and robust 

to the noisy training data. 

 

Following functions are implemented: 

• get_KNeighbors() : Returns K Nearest Neighbors(based 

on Euclidean distance) for a given test record. In this 

function, we calculate the distance between test records 

with each record in the training dataset using the function 

calc_EuclideanDistance. Once the distance is calculated, 

we combine the distance with target (class) variable array 

of input training dataset. We sort the resultant data by 

distance and returns top K nearest neigbhour's class value.  

 

• knn_algorithm() : Calls get_KNeighbors() to get the top 

K nearest neighbors and predicts the class label for a given 

test record based on the majority class represented by its 

identified K nearest neighbor. 

 

• calc_accuracy() : Calculates accuracy as percent of 

correct predictions against actuals. 

 

Slowness and computational intensiveness is one of the 

disadvantage of using KNN Algorithm. It was clearly evident 

from the execution time of the implement algorithm. It was 

difficult to capture data as the program tend to runs for hours 

even for 95:5 % training and test dataset split. 

 

Hence, to demonstrate the functionality of the implement KNN 

solution, we have considered 0.3 times the dataset as test 

dataset. 

 

Performance evaluation for KNN: 

 

1. Comparing the results for implemented and sklearn library 

(Distance metric is Minkowski with p=2 value) for K=5. 

Also calculating the accuracy for both methods.  

2. Finding the best accuracy for a various K values in a range. 

3. Hyper-parameter tuning using K-fold cross validation. 

 

 

6.1.1 For K=5 

 

➢ Using functions implemented 

        
➢ Using sklearn library 

        

        
   

Classification Report: 

              
            

                           Table 6. Classification report for KNN (K=5) 
 

 

Confusion Matrix: 

                   
                   Fig. 8. Confusion matrix for KNN (K=5) 

 

 

6.1.2 For K in range (20, 70) 

 

➢ Using Grid Search 

        
 

The Grid Search Model was used to figure out the best 

metrics for use with K Neighbors Algorithm, in the range 

20 to 70. As observed, the best accuracy is achieved using 

n_neighbors: 62, with accuracy 60.03%. 

 

➢ Without using Grid Search 

 

           
Fig. 9. KNN parameter vs accuracy 

 

Above plot gives accuracy for various values of K, without 

using Grid Search. But the result is still comparable for 

same range (20, 70). Here max accuracy of 59.15% is 

observed for K value of 60. 

 

Due to performance considerations, we ran the above steps 

in batches and presented result only for the batch size 

(K=20 to K=70) that represent the accuracy trend 

appropriately. 

 

 

6.1.3 Hyper-parameter tuning using K-fold cross validation 

 

Due to performance reasons, the tuning was run in batch size 

of 10 K-values and observed the accuracies was high in the 

range of 80 to 90. Hence, presented the required data for this 

batch size (K=80 to 90). The accuracy was observed to be high 

at 59.78 % for K Nearest Neighbor value of 68 using cross 

validation with K-Fold value = 5. 

http://www.ijsrem.com/
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Table 7. Mean score for KNN (80, 90) 

 

Accuracy of KNN algorithm using optimal hyper parameter K 

Nearest Neighbor = 84 is 58.67%. 

 

6.2 Naïve Bayes algorithm 

 

Naïve Bayes classifiers are simple classifiers based on strong 

independence assumption between features. It is a supervised 

learning algorithm based on Bayes theorem for classification 

problem. It is mostly used in real world applications and easy 

to implement. Naive Bayes assumes conditional independence, 

meaning the relationship between all input features are 

independent. It is highly scalable and give accuracy in less 

amount of data within less training time. 

 

Two classifiers are used in the Naïve Bayes: 

1. Bernoulli Naïve Bayes Classifier (Grid Search CV is used 

to tune the hyper parameter “alpha”)  

2. Gaussian Naïve Bayes Classifier 

 

The accuracy for both the classifiers is compared and then the 

better one is chosen for creating Classification report and 

Confusion matrix. 

 

6.2.1 Bernoulli Classifier 

 

After running the classifier for various values of “alpha”, the 

best parameter value was found to be for alpha = 10, with 

accuracy of 59.52%. 

 
 

6.2.2 Gaussian Classifier 

 

 
 

From the accuracy reports of above two, Bernoulli has better 

value compared to Gaussian classifier. 

 

Classification Report: (based on Bernoulli classifier) 

            
       

      Table 8. Classification report for Naïve Bayes Classifier 
 

Confusion Matrix: (based on Bernoulli classifier) 

         
    Fig. 10. Confusion matrix for Naïve Bayes Classifier 

 

 

6.3 Comparing accuracy – KNN and Naïve Bayes 

 

S.no. Model Name Accuracy (in %) 

1. K-neighbors (KNN) 55.67 

2. Gaussian Naïve Bayes 55.75 

3. Bernoulli Naïve Bayes 60.06 

    

   Table 9. Comparison of implemented ML models 

 

In analysis of actual competitive exam result database, 

candidates successes result prediction is based on their living 

location, attendance and category. Prediction is done on 

machine learning algorithms KNN, Gaussian NB, and 

Bernoulli NB. Taking living location of candidate as key 

feature different prediction models are applied. The accuracies 

are calculated on applying different models and are in the range 

from 54% to 60% for the considered Maths database. 

 

 

7. CONCLUSION 
 

The objective of this research work was to predict the success 

rate of candidates appearing in state level competitive exams 

under defined parameters. Many candidates apply in online 

application but dropout on examination date. The reasons 

identified are lack of proper education, guidance, 

understanding of subject matter and also some social factors. 

This analysis uses different machine learning classification 

models for predicting the number of candidates appearing in 

the state level competitive exams from different districts to 

study, and compare rural and urban district candidates’ 

performance.  

 

Future implementation of this project work is to improve the 

accuracy percentage of the classification models. And also 

more parameters can be considered to predict better results. In 

this work only classification algorithms are used to do 

predictions but for future enhancement, use of regression 

algorithms in prediction using numerical values is possible. 

 

Feature extraction techniques were used to analyze competitive 

exam result database and found that improvement in 

educational level and social facilities is required. This study is 

useful for policy makers and educational institutes in order to 

increase facilities in rural districts. Upgrading educational 

awareness in rural districts may increase their economic status 

http://www.ijsrem.com/
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by getting government jobs. This analysis helps in identifying 

the rural districts from where least candidates apply for 

competitive exams. It also identifies those few small populated 

rural district from where candidates never score well in 

competitive exams. 
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