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Abstract.

Diabetes is becoming more common every day, making it important and concerning to predict and diagnose
these conditions accurately and efficiently. This research paper focuses on identifying patients who are more
likely to have diabetes based on various medical attributes and also examines which attributes are
contributing to diabetes. To address this issue, we developed a diabetes prediction system that uses a machine
learning algorithm i.e Support Vector Machine (SVM), to predict and classify patients with diabetes. This
system helps to relieve a significant amount of pressure on medical professionals by accurately identifying
the likelihood of a patient having diabetes. In addition, the diabetes prediction system improves medical care
and reduces costs. Overall, this project provides valuable knowledge that can aid in the prediction of diabetes
in patients and is implemented in .pynb format.
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Introduction

Machine Learning is a method of extracting and manipulating useful information from data, whether
previously known or unknown. It is a broad and diverse field that is constantly growing in scope and
application. There are several types of machine learning, including supervised, unsupervised, and ensemble
learning, which are used to predict and assess the accuracy of a given dataset. Diabetes is a noxious disease
in the world. Diabetes caused because of obesity or high blood glucose level, and so forth. It affects the
hormone insulin, resulting in abnormal metabolism of crabs and improves the level of sugar in the blood.
Diabetes occurs when the body does not make enough insulin. According to (WHO) World Health
Organization About 422 million people suffer from diabetes particularly from low or idle income countries.
And this could be increased to 490 billion up to the year of 2030. However Prevalence of diabetes is found
among various Countries Like Canada, China, and India etc. Population of India is now more than 100
million so the actual number of diabetics in India is 40 million. Diabetes is the major cause of death in the
world. Early prediction of diseases like diabetes can be controlled and save human life. To accomplish
this,this work explores prediction of diabetes by taking various attributes related to diabetes .

The main focus of the project is Support Vector Machine, a supervised learning technique that uses discrete
values. The goal of the project is to determine whether a patient is likely to be diagnosed with diabetes based
on their medical attributes, such as glucose, blood pressure ,skin thickness ,and insulin. To do this, we used
a dataset from kaggle.com and applied logistic regression to classify those at risk of diabetes.

METHODOLOGY

The system architecture provides an overview of how the system operates. The process begins by collecting
data and selecting relevant attributes. The necessary data is then pre-processed into the necessary format and
split into two parts: training and testing data. The algorithms are applied and the model is trained using the
training data. The system's accuracy is evaluated by testing it using the testing data. This system is
implemented using the following modules.

1. Collection of Dataset
Selection of attributes
Data Pre-Processing
Balancing of Data
Disease classification
Feedback

oMW

1. Collection of dataset: To build our diabetes prediction system, we first collect a dataset. We then split
the dataset into training data and testing data.

2. Selection of attributes: In order to improve the efficiency of the system, we carefully select relevant
attributes, such as glucose, blood pressure, skin thickness and insulin.

3. Data pre-processing: To ensure the accuracy of our model, we pre-process the data to clean it and
transform it into a usable format. This includes importing the dataset, splitting it, and scaling attributes as
needed.

© 2023,IJSREM | www.ijsrem.com DOI: 10.55041/IJSREM22993 | Page 2



http://www.ijsrem.com/

27 N3y
IJSREM
%&'ﬁg International Journal of Scientific Research in Engineering and Management (IJSREM)

w Volume: 07 Issue: 06 | June - 2023

SJIF Rating: 8.176

ISSN: 2582-3930

4. Classification: We use Support Vector Machine (SVM), which gives the highest accuracy, to classify

diabetes.

5. Feedback: Based on the prediction, the model provides feedback on the factors that may be

contributing to diabetes.
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CONCLUSION

The goal of this project is to investigate the use of machine learning techniques for classifying diabetes. In
the healthcare industry, the role of a classifier is crucial in determining appropriate treatment for patients. In
this study, we compare and evaluate existing techniques in order to identify efficient and accurate systems.
Our findings suggest that machine learning techniques can significantly improve the accuracy of predicting
diabetes, allowing for early identification and prevention of diabetes. Overall, there is significant potential
for the use of machine learning algorithms in the prediction and prevention of diabetes.
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