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ABSTRACT: This research paper is about the important 

problem of rising hate and offensive Contents made against 

people or communities on social media is addressed by this 

proposed system. With the increasing use of social media, 

cyberbullying behaviour has received more and more 

attention. Cyberbullying may cause many serious and 

negative impacts on a person’s life and even lead to teen 

suicide. To reduce and stop cyberbullying, one effective 

solution is to automatically detect bullying content based on 

appropriate machine learning and natural language 

processing techniques. The impacts of cyber bullying on 

social media are horrifying, sometimes leading to the death 

of some unfortunate victims. The behaviour of the victims 

also changes due to this, which affects their Emotions, self-

confidence and a sense of fear is also seen in such people. 

Thus, a complete solution is required for this problem. Cyber 

bullying needs to stop. The problem can be tackled by 

detecting and preventing it by using a machine learning 

approach, this needs to be done using a different perspective. 

Keywords: Hate Speech; Social Networking Site; Natural 

Language Processing; Text Classification; Machine 
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I. INTRODUCTION 

With the increasing use of social media, cyberbullying 

behaviour has received more and more attention. 

Cyberbullying may cause many serious and negative impacts 

on person’s life and even lead to teen suicide. To reduce and 

stop cyberbullying, one effective solution is to automatically 

detect bullying content based on appropriate machine 

learning and natural language processing techniques. 

However, many existing approaches in the literature are just 

normal text classification models without considering 

bullying characteristics. 

 

II. RELATED WORK 
A social network perspective to the issue of cyber aggression 

or cyberbully, on the social media platform Twitter. Cyber 

aggression is particularly problematic because of its 

potential for anonymity, and the ease with which so many 

others can join the harassment of victims. Utilizing a 

comparative case study methodology, the authors examined 

thousands of Tweets to explore the use of denigrating slurs 

and insults contained in public tweets that target an 

individual’s gender, race, or sexual orientation. Findings 

indicate cyber aggression on Twitter to be extensive and 

often extremely offensive, with the potential for serious, 

deleterious consequences for its victims [1]. 

 

The tweets are annotated with the language at word level and 

the class they belong to (Hate Speech or Normal Speech); a 

supervised classification system for detecting hate speech in 

the text using various character levels, word levels, and 

lexicon-based features. With the recent surge in the amount 

of user-generated social media data, there has been a 

tremendous scope in automated text analysis in the domain 

of computational linguistics. The popularity of opinion-rich 

online resources like review forums and microblogging sites 

has encouraged users to express and convey their thoughts 

all across the world in real time [2]. 

 

Code-mixed NLP has been extensively studied. As pre-

trained transformer based architectures are gaining 

popularity, they observe that real code-mixing data are 

scarce to pre-train large language models. They present 

L3Cube-HingCorpus, the first large-scale real Hindi-English 

code mixed data in a Roman script. It consists of 52.93M 

sentences and 1.04B SITRC, Department of Information 

Technology Engineering 2022-23 Page 12 tokens, scraped 

from Twitter. They further present HingBERT, 

HingMBERT, HingRoBERTa, and HingGPT. The BERT 

models have been pre-trained on code mixed HingCorpus 

using masked language modelling objectives. They show the 

effectiveness of these BERT models on the subsequent 

downstream tasks like code-mixed sentiment analysis, POS 

tagging, NER, and LID from the GLUECoS benchmark. The 

HingGPT is a GPT2 based generative transformer model 

capable of generating full tweets [3].  

 

Code-mixing is a linguistic phenomenon where multiple 

languages are used in the same occurrence that is 

increasingly common in multilingual societies. Code mixed 

content on social media is also on the rise, prompting the 

need for tools to automatically understand such content. 

http://www.ijsrem.com/
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Automatic Parts-of-Speech (POS) tagging is an essential 

step in any Natural Language Processing (NLP) pipeline, but 

there is a lack of annotated data to train such models. In this 

work, they present a unique language tagged and POS-

tagged dataset of code-mixed English Hindi tweets related to 

five incidents in India that led to a lot of Twitter activity [4]. 

 

Cyberbullying on social networking sites is an emerging 

societal issue that has drawn significant scholarly attention. 

The purpose of this study is to consolidate the existing 

knowledge through a literature review and analysts. They 

first discuss the nature, research patterns, and theoretical 

foundations. They then develop an Integrative framework 

based on social cognitive theory to synthesize what known 

and identify what remains to be learned, with a focus on the 

triadic reciprocal relationships between perpetration, 

victims, and bystander. They discuss the key findings and 

highlight opportunities for future research they conclude this 

paper by noting [5]. 

 

III.    PROBLEM STATEMENT  

Cyberbullying as the name implies is the use of cyberspace 

as a mechanism to bully others known or unknown to the 

bully. Cyberbullying has caused significant issues for those 

involved ranging from extreme displays of anger to suicide 

attempts. Hate speech detection in social media texts is an 

important Natural language processing task, which has 

several crucial applications like sentiment analysis, 

investigating cyberbullying, and examining socio-political 

controversies. While relevant research has been done 

independently on code-mixed social media texts and hates 

speech detection, the work on detecting hate speech in Hindi 

English code-mixed social media text is not feasible for the 

current time & age. 

 

IV. METHODOLOGY 

 

 

                       Fig 1. Proposed System 

 

A.  Data Collection 

We Collected dataset from different social media platforms 

involves accessing their APIs (Application Programming 

Interfaces) or utilizing web scraping techniques, where 

applicable. Here's an overview of the process for collecting 

data from some popular social media platforms: 

Twitter: 

Use the Twitter API to access tweets, user profiles, and 

other relevant data. The API provides functionalities for 

searching tweets, filtering by specific criteria, and accessing 

user information. 

Facebook: 

Accessing data from Facebook requires complying with 

their platform policies and using their Graph API. 

Instagram: 

Instagram's API has limited access to public data and is 

primarily intended for business accounts and developers 

with specific use cases. 

You can use the API to retrieve information like user 

profiles, posts, comments, and interactions. 

 

 

 

                  Fig 2. Snapshot of Dataset  

 

B. Data Pre-processing 

Data pre-processing plays a crucial role in fighting back 

against cyberbullying. By cleaning and preparing the data 

before analysis, you can improve the accuracy and 

effectiveness of models or algorithms used to detect and 

address instances of cyberbullying. 

We have employed and replaced for the current work using 

pre-processing techniques such tokenization, stemming, 

and deleting stop words.  

Each word in a sentence is divided into "tokens" using 

tokenization. This gives us specific words or terms. 

Stemming locates the sentence's root word and replaces it 

with the original word. For instance, stemming will change 

the word "Leaves" to "Leaf." 

Stop words are terms in natural language processing that 

don't help the machine learning algorithm learn new things. 

For instance, stop words like "is," "the," "an," and "in" need 

http://www.ijsrem.com/
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to be eliminated from the dataset. So, we deleted all the stop 

words by running through our dataset. 

The whole stop words in the manuscript, such as -is, am, 

and are, are eliminated during the stop wards removal 

process. 

 

C. Feature Extraction 

The majority of machine learning algorithms use 

mathematical concepts from areas like statistics, algebra, 

calculus, and others.  

They assume the data to be numerical, such as a two-

dimensional array with rows acting as instances and 

columns acting as features. The issue with natural language 

is that the data is in the form of raw text, so the text needs 

to be converted into a vector.   

Text vectorization is the term used to describe the process 

of turning text into a vector. It's a key step in natural 

language processing because no machine learning method, 

not even computers, is capable of understanding a text.  

Text can be converted into vectors with the help of the text 

vectorization technique TF-IDF vectorizer, which is a well-

liked method for standard machine learning method. 

 

• TF- Term Frequency  

Term frequency simply means how many times or how 

frequently the term is occurring in document.  

 

TF = 
𝑁𝑂.𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡𝑒𝑟𝑚 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

 𝑇𝑜𝑡𝑎𝑙 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
 

 

• IDF- Inverse document frequency.  

The weight of uncommon words is IDF. High IDF scores 

are assigned to words that are infrequently used in the 

corpus. 

 

       IDF = 
Log (Total no.of document)

  (no.of documents with term in it).
 

 

After that calculate TFIDF 

  TFIDF = TF*IDF 

When the value of TFIDF is higher then the word is most 

significant. 

 

D. Classification 

An important issue for Supervised Machine is text 

classification. A supervised machine learning model is the 

support vector classifier (SVC). According to our analysis, 

SVC performs the best in classifying text. Linear SVC 

(Support Vector Classifier) is a common approach for 

classification tasks, including fighting back against 

cyberbullying. Linear SVC is a linear classification 

algorithm that works well with high-dimensional data and 

can effectively separate different classes. Text is transformed 

into an appropriate representation and supplied into SVC. 

When the training data and feature vector have very high 

dimensionalities, it performs well. TFIDF creates algorithms 

that can be used to mathematically model complicated 

patterns and prediction issues by using the way the brain 

processes information. 

 

 

                       Fig 3. Accuracy Table 

 

V. RESULT 

To determine whether comments are considered bullying or 

not, the "Fight Back Cyberbullying" project would employ 

various techniques and algorithms. 

Sentiment analysis involves determining the emotional tone 

of a comment. The project could employ natural language 

processing techniques to analyze the sentiment expressed in 

the comments, identifying those with negative or aggressive 

tones that may indicate bullying. Sentiment analysis involves 

determining the emotional tone of a comment. The project 

could employ natural language processing techniques to 

analyze the sentiment expressed in the comments, 

identifying those with negative or aggressive tones that may 

indicate bullying. 

By training machine learning models on large datasets of 

labeled bullying comments, the project can develop 

algorithms that can automatically classify new comments as 

bullying or non-bullying based on learned patterns and 

features. 

 

 
                   Fig 4. Snapshot of Result 

 

VI. CONCLUSION 

Cyberbullying is a serious issue, and likely any form of 

bullying it can have long term effects on its victims. Our 

project will grow and help individuals to be aware of Cyber 

bullies. Parents, teachers and children must work together to 

prevent Cyberbullying and to make Internet a safe place for 

all. To have social harmony and reduced depression and 

other mental illness caused by cyberbullying. Thus Creating 

counter measures needs an active funnel to take proper 

actions against the cyber bullies and to create an supervised 

classification system for detecting hate speech in the text 

http://www.ijsrem.com/
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using various character levels, word level attributes as well 

as emoji in Hindi-English code text language to create an 

open source action and plugin system using cloud 

technology to take suitable actions on the results. 

 

VII. FUTURE SCOPE 

The fight against cyberbullying is an ongoing battle, and 

there are several potential future scopes for the "Fight Back 

Cyberbullying" project. Here are a few possibilities: 

Collaboration with Social Media Platforms: 

Collaborating with social media platforms and online 

communities can be beneficial for implementing proactive 

measures to prevent cyberbullying. 

 Multilingual Support: Cyberbullying is a widespread issue 

worldwide, and adapting the project to different languages 

would increase its impact and effectiveness. 

Natural Language Processing (NLP) Advancements: 

NLP techniques can play a crucial role in analyzing and 

understanding the context of cyberbullying incidents. 

Further advancements in NLP algorithms and models can 

enable more accurate sentiment analysis, and identification 

of implicit bullying in online conversations. 
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