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Abstract. 

For biometric recognition, fingerprints are often used. Spoofing attacks based on a synthetic fingerprint, on the 

other hand, are frequent. We present in this research a method for detecting fingerprints that employ guided 

filtering and hybrid image analysis. When examining a denoised image, the problem of neglecting the 

contribution of sharp features is addressed in this study. The method described in this project uses the increased 

sharp features as well as the denoised features from the hybrid images to get better outcomes. 
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1. INTRODUCTION:                                  

Biometric techniques are used to recognize people based on a physical or behavioral trait. Biometric information 

differs from one another. As a result, biometric technology is widely employed for personal identity verification. 

Furthermore, biometric technology has been successfully employed for over a decade. Many biometric traits, 

ranging from fingerprints to faces, Iris, veins, and blood flow, have been utilized in the security field in the past 

few years. The fingerprint has become the most extensively used of these features nowadays due to its 

uniqueness and ease of capture. 

Many applications exist for the fingerprint-based system, including fingerprint login, fingerprint transaction, 

and second-generation authenticity validation. However, because of their extensive use, counterfeit assaults on 

fingerprint authentication systems are becoming more common, and the devices are subject to attacks. The 

generalized fraud technique uses latex, gelatin, silicone, play-both, and other materials to create imitation copies 

and duplicate actual user fingerprint identification. Many fingerprint recognition algorithms have been 

developed to discern whether a captured fingerprint image is authentic or not to tackle spoofing attempts. 

The design should meet the following needs: 

● We propose an approach that uses the sharp as well as the denoised characteristics from hybrid images to 

remove unnecessary noise. 

● To make the most use of the foreground image, our suggested model uses a simple image cropping technique 

(where image cropping is conducted). 

Fingerprint Detection using CNN 
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         Fig. 1. a) Real fingerprint images 

                    b) Fake fingerprint images 

 

 

Existing System:  

There are numerous ways in the existing system, such as employing several texture operators for feature 

concatenation of the denoised image, using multi-feature fusion, and another based on wavelet analysis and LBP. 

All of these methods have their own set of flaws that lead to erroneous outcomes. 

Drawbacks: 

• Image denoising causes blurred features and the loss of sharp information, which might affect accuracy. 

• Multi-feature fusion has a larger dimensionality, resulting in higher verification and recognition time 

complexity. 

• Wavelet analysis produced residual images that had redundant information that was not relevant. 

 

Proposed system: 

The current approach proposes a fine-grained feature fusion structure in which ROI (region of interest) 

extraction is used to execute image pre-processing (reshaping, resizing, pixel and color conversion), and then 

guided filtering is used to create a denoised image. (A guided filter is a type of edge-preserving smoothing filter 

that can also be used to remove noise or texture while maintaining crisp edges.). 

We use CNN to improve fingerprint detection results by describing the increased sharp features as well as the 

denoised features from the hybrid images. 
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Advantages: 

• Experiments show that our suggested method outperforms the current system in terms of accuracy. 

•CNN can identify relevant qualities without the need for human interaction, resulting in higher accuracy.  

 

2. LITERATURE REVIEW: 

 

MenottiD.ChiachiaG.PintoA. et al.: ‘Deep representations for iris, face, and fingerprint spoofing 

detection’, IEEE Trans. Inf. Forensics Sec., 2014, 10, (4), pp. 864–879. 

 The first method involves learning appropriate convolutional network topologies for each domain, 

while the second method uses backpropagation to learn the network's weights. 

 In this method, we use a combination of the two learning methods to develop deep representations 

for nine biometric faking standards, each of which contains real and fake samples of a certain 

biometric modality and attack type. 

 This technique not only improves understanding of how different methodologies interact but also 

results in systems that outperform the best-known outcomes in eight of the nine performance metrics. 

 The findings strongly suggest that spoofing detection systems based on convolutional networks can 

be resistant to known attacks and easily adapted to image-based techniques that have yet to be 

discovered. 

 

 

DubeyR.K.GohJ.ThingV.L.L.: ‘Fingerprint liveness detection from a single image using low-level 

features and shape analysis’, IEEE Trans. Inf. Forensics Sec., 2016, 11, (7), pp. 1461–1475. 

 

 Fingerprint liveness detection (FLD), a proposed anti-fraud technique, has been investigated to 

ensure that authorized users' fingerprint data is not used fraudulently. 

 

 Unlike, traditional techniques, the deep convolutional neural network (DCNN) can automatically 

learn deep semantic detail using a supervised learning algorithm without the need for any expert 

background knowledge. 

 

 However, one flaw in most CNN models is that fixed-scale images are required in the input layer. 

Although cropping or scaling approaches can be employed to tackle the scale problem by 

transforming a picture of any scale into a fixed scale, they may result in the loss of critical textural 

detail and a decrease of picture quality, lowering the classifier model's generalization capability. 
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ZhangY.FangS.XieY. et al.: ‘ Fake fingerprint detection based on wavelet analysis and local binary 

pattern’. Biometric Recognition, Shenyang, People's Republic of China, 2014, pp. 191–198. 

 This study uses a unique software-based liveness recognition approach based on the uniform 

local binary pattern (ULBP) in a spatial pyramid to distinguish fingerprint liveness. 

 Each fingerprint must first be processed. 

 This study then uses three-layer spatial pyramids of fingerprints to solve image orientation and 

size invariance. 

 A consistent local binary pattern is then used to extract the features from provided fingerprints, 

resulting in texture features for three layers of spatial pyramids. 

 

 

3. METHODOLOGY 

 
Fig. 2. Flowchart 
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Dataset collection: 

             We took the standard dataset from the 2013 Liveness Detection Competition and used it in our 

project. The process of uploading the dataset begins here. 

 

  

 

   Preprocessing 

 

  we start with the image reading process, which is followed by the image resize or cropping process. For 

the CNN operation, the photos were scaled to keep a constant aspect ratio of one with (128, 128) pixel 

size. 

Then conversion of an image into grey or black color. Next, we reshape the image into (-1,3) and Pixel 

conversion is done. 

 

 

Model Training, Testing, and Prediction: 

The CNN classification is done layer by layer.                                                

               CNN Algorithm: 

A linear stack of layers was used to develop the Convolutional Neural Network (CNNs or ConvNets) 

for image categorization and recognition. Convolutional layers with kernel filters, max pooling, and 

fully linked layers were used to process training and testing pictures. 

 

 

CNN Architecture: 

 

              
                 Fig. 3. CNN Architecture 

 

1. The CNN is made up of three types of layers: convolutional layers, pooling layers, and fully-

connected (FC) layers. When these layers are stacked, a CNN architecture is created. 

 

2. Convolution Layer: 

This core layer retrieves the different features from an input image. This layer conducts the 

mathematical convolution between the input image and a filter of size MxM. In terms of the filter 
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size, sliding the filter across the input image produces the dot product between the filter and the 

sections of the input image. The Feature map, which contains information about the image's corners 

and edges, is the result. Following that, the feature map is passed on to succeeding layers, which use 

it to learn a variety of other features from the input image. 

                          
                              Fig. 4. CNN - Convolution Layer 

 

 

3. Pooling Layer: 

Pooling refers to a little percentage of the input, thus we take a small portion of the input and try to 

average it out, referred to as average pooling, or take the maximum value, referred to as max pooling, 

so when we pool an image, we’re calculating a total value based on all of the values present. 

                            
                                   Fig. 5. CNN – Pooling layer 

 

4. Fully Connected Layer: 

In this stage, the input images from the subsequent layers are flattened and sent to the FC layer. The 

flattened vector is then transmitted via a few more FC layers, where the mathematical functional 

operations are generally carried out. At this moment, the classification process begins. 

 

 

Activation Function: 

In a Neural Network, the activation function is a node that is either at the end or in the middle. They 

aid in determining whether or not a neuron will fire. 
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Rectified Linear Unit (ReLU): 

The rectified linear activation function, or ReLU, is a linear function that outputs the input directly 

if it is positive but zeroes otherwise. It has become the default activation function for plenty of types 

of neural networks since it is faster to train and generally generates better performance. 

          
                         Fig. 6. ReLU 

 

Softmax: 

Integers and logits are converted to probabilities using the Softmax function. A Softmax generates a 

vector (let's call it v) containing the probability of each possible outcome. For all potential outcomes 

or classes, the probability in vector v sum to one. 

Mathematically, Softmax is defined as, 

 
                                              

Web Deployment: 

   We used the Tkinter library for the graphical user interface and pickle module to deploy the web 

applications. 
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Testing : 

 
  

 
Fig. 7. Application user interface 
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                   Fig. 8. Predicted as fake image       Fig. 9. Predicted as a real image 

             

 

Results: 

Our model, which employs CNNs, has an accuracy of 99.13 percent. 

  

  
                 Fig. 10. Graph for output prediction 

 

 

Classifier Accuracy 

Support Vector Machine 95.12% 

CNN 99% 

 

                   Fig. 11.  Classifiers accuracy comparison 

  

  

Conclusion: 

In this paper, we used CNN to distinguish between fake and real fingerprints. Our proposed method has an 

accuracy of 99.13%, which is higher than the existing methods. In our experiment, the output is predicted by 

retaining the sharp features of the original images. 
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Future scope: 

In the future work, we plan to perform further experiments in the two elements of feature selection and filter 

selection for fingerprint detection 
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