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Abstract— Fire stands out as one of the most dangerous
disasters to human life, property, and ecology, and it usually
develops very fast due to late detection. Classic fire detection
technologies, such as heat sensors and smoke alarms, provide very
limited information and mostly fail to respond in the early stage of
a fire. In this paper, the authors propose a real-time Deep Learning
Based Detection of Fire and smoke-based YOLO model to handle
the aforementioned issues. It takes continuous video streams from
a webcam or CCTV and detects fire and smoke in them with high
accuracy. Each frame is pre-processed before feeding into the
model, which outlines the regions, classification tags, and
confidence metrics. Instant alerts will be sent once fire or smoke
has been detected to assure timely intervention. The efficacy of the
proposed approach in real-time on regular hardware makes it
much more reliable compared to normal sensor-based methods.
Experimental results prove that the proposed system is robust,
accurate, and suitable for practical applications in safety
monitoring.

1. INTRODUCTION

Fire hazards continue to be a major concern globally, having
caused immense loss of life, property damage, and environmental
impact each year. The early detection of fire is considered to be
most important in preventing escalation, while classic systems
using heat sensors, smoke detectors, and manual surveillance fail
in threat identification when at initial stages. These systems result
in very minimal contextual information and are highly dependent
on environmental variations, which reduces their reliability in
real-time safety monitoring systems.

Recent computer vision and deep learning developments have
introduced the most accurate and efficient approaches for visual-
based fire detection. Of these, single-stage object detection
models like YOLO have emerged as effective models due to their
fast inference speed and strong feature extraction capability.
Based on these strengths, this research work proposes real-time
deep learning-based detection of fire and smoke, which analyzes
continuous video streams to identify hazardous conditions with
high precision.

The developed system analyzes each frame using a YOLO-
based model for the detection of fire and smoke by creating
outlined regions, classification tags, and confidence metrics.
Furthermore, on-screen alerts are instantly displayed by the
system to enable timely response in case of emergencies. It
operates effectively on standard hardware without the need for
specialized GPUs; hence, it offers a practical and scalable
alternative to conventional methods of detection.

This paper describes the system architecture, implementation,
and performance evaluation necessary for proving that deep
learning-based fire detection is able to improve safety monitoring
by greatly reducing response time.

II. RELATED WORK

Automatic fire and smoke detection research has undergone
a radical change with developments in deep learning and
computer vision. In previous times, classic image processing and
sensor-based systems were used, usually leading to insufficient
and unreliable performance due to sensitivity to changes in
illumination, background noise, and slow response times.

Color thresholding, motion analysis, and Haar-based
classifiers represent some of the classical techniques, which
frequently had a poor discrimination among fire-like objects,
giving rise to a high number of false alarms due to sunlight
reflections, vehicle headlights, or fog. Considering these
limitations, recent works began to investigate deep learning
models, focused on single-stage detectors like YOLO, that
feature high-speed inference with powerful feature extraction
capabilities. Based on a basic YOLO, some improved versions
introduced attention mechanisms, new feature fusion layers, and
multiscale detection to capture the dynamic characteristics of
both fire and smoke better.

Some works have also explored hybrid approaches using
deep learning combined with adaptive thresholding for better
detection in low-visibility conditions. Comparisons through
various studies show that YOLO-based architectures surpass
both traditional methods and multistage detectors in terms of
accuracy and speed, thus turning them into ideal candidates for
real-time applications in surveillance. These works point out the
trend towards shifting to deep learning methods of fire and smoke
detection in practical monitoring systems reliably at an early
stage.
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III. SYSTEM DESIGN AND ARCHITECTURE

The proposed Deep learning-based Detection of fire and smoke
is designed as a real-time, modular computer vision pipeline that
converts continuous video input into meaningful hazard alerts.
The architecture begins with a webcam or even CCTV feed
source, feeding live frames into the system. These are captured
via the frame acquisition module, wherein OpenCV is used to
handle input streams, maintain consistent frame rates, and supply
frames sequentially for further processing. Once captured, every
frame undergoes preprocessing, such as resizing, normalization,
and format conversion, so as to prepare them for compatibility
with the YOLO detection model. This again ensures better
detection results based on standardized input data, regardless of
changes due to illumination conditions or camera-specific
attributes.Units

This architecture centers around the YOLO-based detection
engine to analyze every preprocessed frame for the presence of
fire or smoke regions. The single-stage detection structure of
YOLO allows for fast and accurate inference, hence ideal for
real-time surveillance applications. This model outputs
bounding boxes, class labels, and confidence values for each
detection. These are then passed to a post-processing module
that removes duplicate boxes using non-maximum suppression,
whereby the model applies confidence thresholds to filter out
unreliable predictions. In case there is an indication of fire or
smoke with high confidence, it will trigger on-screen warnings
and audio notifications to make sure the users' attention is
brought to potential hazards immediately.

The final portion of the architecture involves a visualization and
logging component: it overlays bounding boxes and labels on
video frames and displays them in real time. It also logs
detection information, like timestamp and confidence scores, for
later analysis. The whole pipeline works in a continuous loop
because this will enable the system to maintain real-time
performance even on low-end hardware. This kind of modular
design means every component can be upgraded independently,
hence supporting further enhancements such as multi-camera
support, cloud-based monitoring, and integration with
automated suppression systems.Some Common Mistakes
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Fig-1: System Architecture

IV. USING THE TEMPLATE

The methodology proposed here follows a structured computer
vision workflow to achieve effective and correct real-time fire
and smoke detection. The whole approach constitutes a
continuous loop of video acquisition, preprocessing, deep
learning model inference, post-processing, alert generation, and
visualization. Every stage is separately optimized regarding
both low latency and high accuracy in detection.Authors and
Affiliations

The process starts with continuously acquiring frames from the
webcam, CCTV feed, or IP camera. Employ OpenCV to stabilize
this stream by keeping the frames per second consistent and
handling multiple video formats. These actions ensure that the
performance is stable and reliable under changes in
environmental conditions, such as changing lighting, or even
issues related to network stability. A captured frame is then fed
to the next stage of processing: a preprocessing module, resizing
it to the model's expected dimensions, normalizing it to an
appropriate pixel range, and converting it into a tensor format
suitable for neural network inference. Preprocessing is very
important because it normalizes the input and increases the
model's performance, sometimes by quite a significant amount,
given large variations in camera quality and overall environment.

After that, the preprocessed frame is fed to the YOLO
detection engine. The YOLO performs single-stage object
detection. YOLO extracts the spatial features, detects fire and
smoke in one forward pass, producing bounding boxes, class
labels, and confidence scores. The high-speed architecture that
YOLO uses to detect objects significantly outperforms traditional
fire-detection sensors and classical machine learning methods
concerning real-time responsiveness.

After that, the preprocessed frame is fed to the YOLO detection
engine. The YOLO performs single-stage object detection.
YOLO extracts the spatial features, detects fire and smoke in one
forward pass, producing bounding boxes, class labels, and
confidence scores. The high-speed architecture that YOLO uses
to detect objects significantly outperforms traditional fire-
detection sensors and classical machine learning methods
concerning real-time responsivenessFigures and Tables

Finally triggers the alert module. The system pops onscreen
warnings and audible alerts to direct one's attention immediately
to potential hazards. The alert mechanism includes a cooldown
timer to prevent it from going off multiple times consecutively.
It also provides an automatic warning system in which the
system will trigger on-screen warnings and sound alerts every
time it confirms fire or smoke, ensuring that attention is driven
within short intervals to enhance user experience by preventing
noise saturation.Table Type Styles

The final visualization module displays real-time annotated
frames, including bounding boxes, labels, and confidence levels.
Therefore, the output window will enable the user to monitor the
environment seamlessly. All detections can be optionally logged
along with timestamps for further analysis or system evaluation.

The whole methodology works in a continuous cycle to enable
uninterrupted monitoring. This modular structure also allows for
easy updates with newer versions of the YOLO model, [oT alerts,
or even integration of cloud-based monitoring in future
implementations
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background settings, and angles of the camera.Number footnotes

VIDEO INPUT separately in superscripts. Place the actual footnote at the bottom
L ) of the column in which it was cited. Do not put footnotes in the
abstract or reference list. Use letters for table footnotes.
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Fig-2: System Architecture

V. FEATURES

The proposed Deep learning-based fire and smoke detection
provides a number of essential features, enhancing its reliability
and practical feasibility for real-time safety monitoring. The core
feature is its ability to detect both fire and smoke directly from
live video feeds using a lightweight YOLO-based deep learning
model, whereby hazardous situations are rapidly and accurately
identified. This system continuously processes incoming frames
and visually highlights detected regions with highlighted boxes,
class labels, and confidence scores to give clear and immediate
insight into the location and severity of the hazard.
Complementary to visual indicators, this system comes with an
automatic alert mechanism, where on-screen warnings and audio
notifications can trigger the recognition of fire or

Smoke is thus confirmed, ensuring the quick drawing of attention
to a potential danger. The architecture of the model has been
optimized to run on standard CPU hardware, eliminating the need
for a dedicated GPU and hence making the system cost-effective
for deployment in large numbers. The system performs with
consistency across variable lighting and environmental
conditions, thus reducing the likelihood of false alarms. It adopts
a modular design that integrates easily with CCTV networks and
enables easy upgrades in the future, besides being flexible,
scalable, and adaptable to various application areas such as
homes, laboratories, industries, and public spaces.

VI RESULTS

Various experimental settings were conducted to validate the
real-time capability and detection accuracy of the developed fire
and smoke detection system. During experiments, continuous
video streams were successfully processed in this system and
detected instances of fire and smoke with high accuracy. A
YOLO-based model consistently yielded very accurate bounding
boxes with high confidence scores, which indicates its strong
detection reliability under various conditions, including lighting,

o B
POST-PROCESSING
ALERTS Fig-3: Frame Capture
. J Among the key observations made were that the system can

detect smoke at its incipient stage. Smoke may be faint, loosely
dispersed, or perhaps only partially visible. This tendency toward
early recognition indicates a significant advantage compared to
traditional sensor-based systems, which usually require dense
smoke or high temperatures before an alarm is shown.

fire 0.83

Fig-4. Smoke and Fire Detection

In terms of computational performance, the system maintained a
smooth frame rate of around 20-30 frames per second on CPU-
based hardware, confirming its suitability for low-cost
deployment without the need for dedicated GPUs. Latency was
very low, and detections appeared almost immediately right after
a hazard entered the frame. The system also responded well
during the tests of long-duration running, having operated
uninterruptedly for more than one hour without crashes, memory
issues, or degrading performance. This stability indicates that the
pipeline is optimized and capable of supporting continuous 24/7
surveillance environments.
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Fig-5. Smoke and Fire Detection in dim light

Importantly, the number of false alarms was minimal. Bright
objects, such as reflections of sunlight, car headlights, or
flickering light, seldom triggered incorrect detections, a fact that
speaks highly about model generalization and effective filtering
via post-processing. Temporal smoothing further reduced
momentary false positives by enforcing consistency
acrossframes.

Fig-6. Smoke Detection

Quantitative performance metrics, such as precision, recall, and
F1-score, were all evaluated on a small labeled test dataset. The
system shows high precision, indicating that it does a great job of
avoiding false detections, and its high recall points out that it does
a great job of successfully identifying that the system
successfully captures the majority of genuine fire and smoke
cases, and its performance closely follows the trend from related
research. in related research, confirming that YOLO-based
architectures offer an excellent balance between speed and
accuracy for safety-critical applications.

VII. ADVANTAGES

He proposed that the Detection of Fire and smoke offers
numerous advantages over the traditional detection methods and
earlier approaches of computer vision. Among others, one of the
major strengths of this detection is the real-time performance it
provides with high accuracy using a lightweight YOLO-based

model. This contrasts with conventional smoke or heat sensors,
which usually trigger after the fire has grown big or smoke has
become very dense, whereas this model responds at a much
earlier stage by visually identifying even subtle smoke patterns
or small flame regions. This early detection capability greatly
reduces response time and enhances safety in critical
environments. The system further gives additional insight into
the surrounding environment by highlighting the exact position
and intensity of the hazard through bounding boxes and
confidence scores, which helps users understand the severity and
the position of the threat in an instant. The next key benefit is
resource efficiency: While the model has been optimized to run
smoothly on ordinary CPU hardware without requiring GPUs,
this offers several economic advantages, making it suitable for
wide-scale deployment in homes, laboratories, schools,
industries, and public infrastructures. Its low false-positive rate
improves reliability; under variable lighting conditions,
shadows, reflections, and background movements, the system
performs in a very reliable fashion. The modular nature of such
a system adds to its flexibility- individual components such as
preprocessing, detection. The alert mechanisms are separately
upgradable without changing the whole architecture. Moreover,
the system works seamlessly with existing surveillance
infrastructure CCTV networks, hence enabling organizations to
upgrade to newer safety systems without installation of new
hardware. All the above advantages make the proposed system
practical, efficient, and reliable, catering to the demands of fire
and smoke surveillance needs in modern times.

VIII. CONCLUSION

Proposed Deep learning based Detection: With their Deep
learning-based approach, deep learning technologies improve
speeds, accuracy, and reliability in real-time hazard detection.
Employing a lightweight YOLO model, this system detects
fires and smoke with high confidence from live video streams
while ensuring performance is smooth on standard hardware.
Experimental results confirm the performance consistency of
this system under several lighting conditions, camera angles, and
environmental settings; thus, it provides a major edge over
various traditional sensor-based systems that fail to detect smoke
in its early stages or ignition sources with very small sparks.
Inclusion of visual markers, confidence estimates, and
immediate warnings bolsters the performance and practicality of
the system by providing clear, immediate feedback to the user.
Overall, the system presents a practical and scalable solution for
improving safety monitoring in homes, laboratories, and
industrial facilities, right up to public areas. Its modular design
provides it with ease of integration into existing infrastructures
in various settings due to its low computational requirements,
thus ensuring widespread adoption of the tool without further
hardware investments. Its success testifies that fire detection has
improved because of deep learning for intelligent monitoring
and points to its importance in the development of next-
generation fire safety solutions.

IX. FUTURE SCOPE

The proposed Fire and Smoke Detection System has a strong
foundation for real-time hazard monitoring, but various
enhancements can still be made in order to increase its capability
and broaden its application. Future work can be done on
integrating the system with an IoT-based alert mechanism that
can send notifications automatically to concerned departments,
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building security teams, or connected mobile devices. Further
scope for improvement involves working on a more advanced
model which can differentiate between smoke/fire types and
their intensities to draw more precise risk analyses. The multi-
camera fusion technique can also be integrated, which will help
in covering wider spaces in congested industrial environments
and improve their detection accuracy. Another direction might
be to port this model onto edge devices like Raspberry Pi or
NVIDIA Jetson units with low power consumption and portable
safety units. In addition, larger and more diverse datasets during
training will increase robustness against various extreme
lighting conditions, dense fog conditions, or high levels of
smoke concentration. In general, future advancements can
change the system into a fully automated, intelligent fire-safety
framework feasible for smart cities and modern-day surveillance
networks.
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