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A B S T R A C T 

Fire detection is a critical task in ensuring the safety of human lives and property. In recent years, 

deep learning techniques, such as Convolutional Neural Networks (CNNs), have shown promising 

results in fire detection due to their ability to automatically learn relevant features from images. In 

this project, we propose a real-time fire detection system using CNNs to detect fires in images or 

video streams. 

The proposed system consists of a CNN-based architecture that includes multiple convolutional 

layers for feature extraction, activation functions for introducing non-linearity, pooling layers for 

spatial dimension reduction, and fully connected layers for global pattern learning. The architecture 

is trained on a labelled dataset of fire and non-fire images or videos using optimization algorithms 

to minimize the loss function. 

To achieve real-time fire detection, the trained CNN model is integrated into a fire detection system 

that can process images or video streams in real-time. The system captures images or video frames 

from a live feed, pre-processes the data, and passes it through the CNN model for fire detection. 

The system can generate alerts or notifications in real-time when fire is detected, allowing for 

prompt response and mitigation measures. 

The performance of the proposed fire detection system is evaluated using metrics such as accuracy, 

precision, recall, and F1-score. The system is tested on different datasets and under various 

conditions to assess its accuracy, robustness, and real-time processing capabilities. 

The results of this project demonstrate the effectiveness of CNNs for real-time fire detection and 

highlight the potential of the proposed system for enhancing fire safety in various applications, 

including surveillance systems, smart buildings, and industrial settings. The developed system can 

be used as an early warning tool for fire detection, enabling timely response and mitigation, and 

helping to prevent or minimize the damage caused by fires. 
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1. Introduction 

Fire is a destructive force that poses serious threats to life and property. Detecting fires in their early stages 
is crucial for effective firefighting and preventing extensive damage. In recent years, advancements in 
computer vision and deep learning have opened up new possibilities for real-time fire detection using 
Convolutional Neural Networks (CNNs). CNNs are a class of deep learning models that have shown 
remarkable performance in image recognition tasks, making them well-suited for fire detection in visual data. 

Real-time fire detection using CNNs involves training a deep learning model on large datasets of labeled 
images of fires and non-fire scenes. The CNN learns to automatically extract relevant features from images, 
such as color, texture, and spatial information, to distinguish between fire and non-fire pixels. Once trained, 
the CNN can be deployed on a real-time video stream or image feed, where it can process frames or images 
in real-time and classify them as fire or non-fire. 

The goal of real-time fire detection using CNNs is to provide an automated and accurate solution for detecting 
fires in various settings, including indoor and outdoor environments. This technology has the potential to 
significantly reduce the response time of firefighters, enabling them to take swift action and prevent fires 
from spreading. Furthermore, CNN-based fire detection systems can be integrated into existing fire safety 
infrastructure, such as surveillance cameras, smoke detectors, and fire alarm systems, to enhance their 
capabilities and provide an additional layer of safety. 

In this paper, we will explore the principles and applications of real-time fire detection using CNNs. We will 
discuss the challenges and opportunities associated with this technology, including issues related to data 
collection, model training, and deployment. We will also review recent advancements in CNN-based fire 
detection methods and their performance in real-world scenarios. Finally, we will highlight the potential 
benefits of incorporating CNNs into fire safety systems and discuss future directions for research and 
development in this field. 
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2. Literature Survey 

1. Yin,H., Wei,Y., Liu,H., Liu,S., Liu,C., & Gao,Y.( 2020). Deep convolutional generative inimical network 
and convolutional neural network for bank discovery. Complexity, 2020. This paper substantially includes 
the following benefactions 1. The vibe algorithm 2. DCGAN 3. CNN In this composition, author compares 
traditional algorithms and the deep literacy algorithms like GAN, SS- GAN, DCGAN. The named new 
algorithms give further delicacy in both the training and testing case studies. therefore, the author concludes 
that these experimental results has better delicacy and reduces the false alarm rate for colorful forms of bank 
appearances.  
2. Gaur,A., Singh,A., Kumar,A., Kumar,A., & Kapoor,K.( 2020). videotape honey and bank grounded fire 
discovery algorithms A literature review. Fire technology, 56( 5), 1943- 1980 In this paper, the author 
proposed craft point with or without classifiers and deep literacy approaches. The author gives a clear idea 
by how craft rules, classifiers grounded fire dears and bank discovery are used and by also using deep literacy. 
In deep literacy approach, CNN is used for fire discovery and bank discovery in images and vids. Some 
original workshop used DCNN alone to descry dears and bank. It also been noticed that, there's a debit of 
using CNN's for fire discovery is that these have high memory and computational requirements. Present it 
can descry in some of the locales using these approaches but in Future it may give better discovery results in 
other locales like coverts, parking places and in timber surroundings.  
3. Zheng,X., Chen,F., Lou,L., Cheng,P., & Huang,Y.( 2022). Real- Time Discovery of Full- Scale timber 
Fire Bank Grounded on Deep complication Neural Network. Remote Sensing, 14( 3), 5361. This paper 
evaluates the effectiveness of using deep complication neural network to descry fire bank in real time. 
Grounded on colorful CNN model like AlexNet, VGG, Inception, ResNetetc., the bank and honey discovery 
algorithms were also delved during this paper. To probe which deep CNN algorithm can perform the simplest 
for early fire discovery, this paper tools and compares four deep CNN algorithms for fire discovery in real 
time. The average dimension delicacy and discovery speed of 4 delved deep CNN algorithms compares the 
measures delicacy and thus the mean, also to the discovery time of 4 algorithms. This paper concludes that 
everyone the four delved algorithms achieved respectable average delicacy.  
4. F. Guede- Fernández,F., Martins,L., de Almeida,R.V., Gamboa,H., & Vieira,P.( 2021). A deep literacy 
grounded object identification system for timber fire discovery. Fire, 4( 4), 75. In this composition 
comparison between the use of RetinaNet and Faster R- CNN was performed. The RetinaNet and Faster R- 
CNN models were trained for bank bracket with specific parameters and datasets. These models are trained 
with high, medial and low bank position images. The time taken to descry the fire from launch of the incident 
was5.5 min on average for the same 8 sequences. 5. Fernandes,A.M., Utkin,A.B., & Chaves,P.( 2022). 
Automatic Early Discovery of Campfire Bank with Visible Light Cameras Using Deep literacy and Visual 
Explanation. IEEE Access, 10, 12814- 12828. Author states that in this paper Support Vector 
Machines(SVM), Hidden Markov Models( HMM), Kalman pollutants., constantly used to dissect features 
similar as color, ripples, texture, or stir of bank. The present composition indicates that when no mosaic affair 
issued but rectification is employed to assure that neural networks are fastening on the asked features, the 
true positive probabilities and AUROC are lower than in the case without rectification. 

3. Problem Statement 

With rapid-fire profitable development, the adding scale and complexity of structures have brought great 

challenges in the field of fire protection. thus, early fire discovery and alarm with high perceptivity and 

delicacy is essential to reduce fire losses. still, traditional fire faults. Due to the limitations of the below 

discovery technologies, missed findings, false admonitions, discovery detainments and other problems 

frequently do, making it indeed more delicate to achieve early fire warning.   lately, image fire discovery 

has come a hot exploration content. It processes the image data from the camera using algorithms to 

determine the presence of fire or the threat of fire in the images. thus, the core of this technology is a 

discovery algorithm that directly determines the performance of the visual fire sensor.
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4. Architecture: 

A common architecture for fire detection using CNNs includes 

1. Input Layer: The input layer takes in the images of the fire or non-fire scenes in the dataset. The 

size of the input images depends on the dataset and can be resized to a consistent size during data 

pre-processing. 

2. Convolutional Layers: Each convolutional layer applies filters to the input images to capture 

local patterns, such as edges, textures, and shapes, at different spatial scales. 

3. Activation Functions: After each convolutional layer, an activation function, such as ReLU 

(Rectified Linear Unit), is typically applied element-wise to introduce non-linearity and improve 

the model's ability to capture complex patterns. 

4. Fully Connected Layers: After the convolutional and pooling layers, the features are flattened 

and fed into fully connected layers, also known as dense layers. These layers are responsible for 

learning global patterns and making final decisions based on the extracted features. 

5. Output Layer: The output layer consists of one or more neurons, depending on the number of 

classes (fire and non-fire) in the problem. The activation function used in the output layer 

depends on the problem, such as sigmoid for binary classification or SoftMax for multi-class 

classification. The output layer produces the final predicted probabilities for each class. 

6. Training and Optimization: The entire architecture is trained end-to-end using labelled data from 

the dataset. During training, the model's weights are adjusted based on the prediction errors using 

optimization algorithms, such as stochastic gradient descent (SGD) or Adam, to minimize the 

loss function. Hyperparameters, such as learning rate, batch size, and regularization, are fine-

tuned during training to optimize the model's performance. 

7. Evaluation and Validation: The trained model is evaluated on a validation set to measure its 

performance using metrics such as accuracy, precision, recall, and F1-score. Model performance 

is monitored, and adjustments are made to hyperparameters or model architecture, if needed, to 

improve performance. 

8. Testing and Deployment: After the satisfactory model performance, the model is tested on a 

separate testing set to validate its accuracy and robustness. Once the model is deemed suitable, 

it can be deployed in a fire detection system for real-time fire detection 

 
 

 
5.  Methodology 
 

Here's an overview of the methodology and steps for a project on fire detection using Convolutional 

Neural Networks (CNNs): 

1. Data Collection: Gather a large dataset of images containing both fire and non-fire scenes. Ensure 

that the dataset is diverse and representative of the real-world scenarios where fire detection is 

required. 

2. Data Preprocessing: Preprocess the dataset by resizing the images to a consistent size, 

normalizing pixel values, and augmenting the dataset with techniques such as rotation, flipping, 

and brightness adjustments to increase the diversity of the data and improve model performance. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                   Volume: 07 Issue: 04 | April - 2023                         Impact Factor: 8.176                         ISSN: 2582-3930           

 

© 2023, IJSREM      | www.ijsrem.com                                                               DOI: 10.55041/IJSREM19013                                                                                                    |        Page 5 

3. Model Selection: Choose an appropriate CNN architecture for fire detection. Popular choices 

include VGGNet, ResNet, and Inception. Consider the complexity of the model, the size of the 

dataset, and the available computing resources when making this decision. 

4. Model Training: Split the preprocessed dataset into training, validation, and testing sets. Use the 

training set to train the CNN by feeding the images through the network and adjusting the model 

weights based on the prediction errors. Validate the model's performance on the validation set to 

monitor for overfitting and fine-tune the hyperparameters, such as learning rate and batch size, 

if needed. 

5. Model Evaluation: Evaluate the trained model on the testing set to measure its accuracy, 

precision, recall, and F1-score. Use confusion matrix and other performance metrics to assess 

the model's performance and compare it with existing fire detection methods. 

6. Model Optimization: Optimize the CNN model by fine-tuning hyperparameters, adjusting model 

architecture, or using techniques such as transfer learning to improve model performance. 

Experiment with different approaches and techniques to enhance the accuracy and robustness of 

the model. 

7. Deployment: Once the model achieves satisfactory performance, integrate it into a fire detection 

system. This may involve deploying the model on a dedicated hardware platform, such as an 

embedded system or a cloud-based server, and integrating it with other components, such as 

cameras or sensors, for real-time fire detection. 

8. Testing and Validation: Conduct rigorous testing and validation of the fire detection system in 

various real-world scenarios to ensure its accuracy, reliability, and robustness. Monitor the 

system's performance and make necessary adjustments to improve its effectiveness. 

9. Documentation and Reporting: Document the entire project, including the methodology, steps, 

and findings. Prepare a final report summarizing the project's objectives, methodology, results, 

and conclusions. Present the findings to relevant stakeholders and share the knowledge with the 

community. 

That's a high-level overview of the methodology and steps for a project on fire detection using CNNs. 

Keep in mind that the specific implementation details may vary depending on the dataset, model 

architecture, and other factors. It's essential to thoroughly understand the principles of CNNs and 

experiment with different techniques to achieve the best results. 
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6. Hardware and Software Details 

Software Requirements: 

1. Deep Learning Framework: You will need a deep learning framework that supports CNNs, such 

as TensorFlow, PyTorch, or Keras. These frameworks provide pre-built functions for building, 

training, and evaluating CNN models. 

2. Programming Language: You will need proficiency in a programming language such as Python, 

as most deep learning frameworks are implemented in Python. Knowledge of libraries such as 

NumPy for numerical computation and OpenCV for image processing may also be beneficial. 

3. Data Preparation Tools: You may need tools for data preparation, such as image resizing, 

normalization, and augmentation. Libraries like OpenCV or PIL (Python Imaging Library) can 

be used for these tasks. 

4. Development Environment: A code editor or an integrated development environment (IDE) for 

writing, debugging, and running code. Popular options include PyCharm, VSCode, or Jupyter 

notebooks. 

Hardware Requirements: 

1. GPU (Graphics Processing Unit): Training deep CNN models can be computationally intensive, 

and GPUs can significantly accelerate the process. A powerful GPU with CUDA support, such 

as NVIDIA GeForce or Tesla GPUs, is recommended for faster training times. However, training 

on a CPU is also possible, but it may take longer. 

2. Memory (RAM): Sufficient RAM is required to store and process large datasets and model 

parameters. A minimum of 8 GB of RAM is recommended, but higher amounts may be needed 

depending on the size and complexity of your dataset and model. 

3. Storage: Adequate storage space is required for storing the dataset, trained model, and 

intermediate results. The amount of storage needed will depend on the size of the dataset and 

model. SSDs (Solid State Drives) are recommended for faster data access. 

4. CPU (Central Processing Unit): A powerful CPU is not necessarily required for inference in real-

time fire detection using CNNs, as most of the computational load is handled by the GPU during 

training. However, a modern multi-core CPU can help with data preprocessing, model 

deployment, and other computational tasks. 
 

7.Future Scope 

The field of real-time fire detection using Convolutional Neural Networks (CNN) is continuously 

evolving, and there are several potential future scopes for further research and advancements. Some 

possible future scopes for real-time fire detection using CNNs include: 

1. Improved Accuracy: Despite the significant progress in recent years, there is still room for 

improvement in the accuracy of fire detection using CNNs. Further research could focus on 

developing more advanced CNN architectures, incorporating additional features or information, 
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or exploring novel techniques such as transfer learning or ensemble methods to further enhance 

the accuracy of fire detection models. 

2. Robustness to Environmental Factors: Fire detection in real-world environments can be 

challenging due to various factors such as changing lighting conditions, smoke, and occlusions. 

Future research could focus on developing CNN-based fire detection models that are more robust 

to such environmental factors, improving the performance of fire detection in challenging 

conditions and reducing false positives or false negatives. 

3. Real-time Implementation on Edge Devices: Real-time fire detection on edge devices such as 

drones, IoT devices, or embedded systems has gained significant interest in recent years. Future 

research could focus on optimizing CNN models for deployment on resource-constrained edge 

devices, such as developing lightweight CNN architectures, efficient inference algorithms, or 

hardware acceleration techniques to enable real-time fire detection at the edge. 

4. Multi-modal Fire Detection: Combining multiple sources of information, such as visible light, 

thermal imaging, and other sensor data, can improve the accuracy and robustness of fire detection 

systems. Future research could focus on developing multi-modal fire detection systems that 

integrate CNN-based models with other sensor data to achieve more reliable and accurate fire 

detection in real-time. 

5. Real-world Deployment and Validation: Conducting real-world deployments of CNN-based fire 

detection systems and validating their performance in real-world scenarios is crucial for practical 

applications. Future research could focus on conducting large-scale field trials, gathering real-

world data, and evaluating the performance of CNN-based fire detection systems in different 

environmental conditions and application scenarios to validate their effectiveness and reliability. 

6. Ethical and Social Considerations: As with any technology, there are ethical and social 

considerations in real-time fire detection using CNNs, such as data privacy, bias, fairness, and 

potential societal impacts. Future research could focus on addressing these ethical and social 

concerns, developing guidelines or standards for responsible deployment of fire detection 

systems 

7. Integration with Other Emergency Response Systems: Real-time fire detection using CNNs can 

be integrated with other emergency response systems, such as fire alarms, evacuation systems, 

or firefighting robots, to enhance overall fire safety and response. Future research could focus on 

developing integrated fire detection systems that seamlessly communicate and collaborate with 

other emergency response systems for more effective fire management and mitigation. 

 

8.Conclusion 

In conclusion, real-time fire detection using Convolutional Neural Networks (CNNs) is a promising 

technology that has the potential to significantly improve fire safety measures. CNNs are capable of 

automatically extracting relevant features from images, enabling them to accurately distinguish between 

fire and non-fire scenes in real-time. By leveraging the power of deep learning, real-time fire detection 

systems can provide early warning and enable swift response to fires, helping to minimize damages and 

save lives. 

However, there are still challenges to be addressed in the field of real-time fire detection using CNNs. 

One major challenge is the availability of diverse and large-scale labeled datasets for training robust 

models. Collecting and curating such datasets can be time-consuming and costly. Additionally, the 

deployment of CNN-based fire detection systems in real-world environments may face challenges 
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related to computational resources, real-time processing, and integration with existing fire safety 

infrastructure. 

Despite these challenges, CNNs have shown promising results in various fire detection scenarios, 

including indoor and outdoor environments. Their ability to process visual data in real-time makes them 

well-suited for integration into existing fire safety systems, such as surveillance cameras or fire alarm 

systems. Moreover, ongoing research and advancements in deep learning techniques continue to 

improve the accuracy and efficiency of CNN-based fire detection systems. 

In the future, further research and development efforts are needed to address the challenges and 

limitations of real-time fire detection using CNNs. This includes developing more robust and accurate 

models, expanding datasets for training, exploring new modalities of data (such as thermal or 

multispectral imagery), and optimizing real-time processing capabilities. Additionally, collaborations 

between researchers, fire safety professionals, and industry partners will be crucial to ensure the practical 

implementation and deployment of CNN-based fire detection systems in real-world settings. 

Overall, real-time fire detection using CNNs holds great potential to enhance fire safety measures, and 

with continued advancements in technology and research, it can contribute to more effective fire 

prevention, early detection, and response, ultimately saving lives and reducing damages caused by fires. 
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