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Abstract - The proper segmentation and classification of a 

patient's brain tumour is an essential step in arriving at an 

appropriate diagnosis and developing a treatment strategy for 

that patient's brain tumour. In this research, we present a unique 

method for the segmentation and classification of brain 

tumours by combining the K-means clustering with the Firefly 

Algorithm (FA) for the tumour region segmentation and then 

after Maximally Stable Extremal Regions (MSER) feature 

based Convolutional Neural Network (CNN) is used to train the 

proposed an Enhanced Brain Tumour Segmentation and 

Classification (EBTSC) System. Both of these algorithms are 

used separately and the MRI (Magnetic Resonance Imaging) 

data from the brain are clustered using the K-means method, 

which separates the tumour from healthy brain tissue and 

organises the clusters into different areas. After then, the Firefly 

algorithm is used in order to perfect the segmentation 

procedure, which ultimately leads to improved precision and 

consistency in the findings. The proposed methodology 

consists of the following steps: First, the brain MRI data is pre-

processed to enhance the image quality and remove noise. 

Next, the K-means clustering algorithm with FA is utilized to 

initially segment the brain MRI into several clusters. After 

obtaining the segmented regions, MSER feature extraction 

techniques are applied to extract relevant features from the 

segmented tumor region. These features are then fed into a 

classification model, such as a CNN, to classify the tumor into 

different types (e.g., benign or malignant). The classification 

model is trained on a labeled dataset to learn the patterns and 

characteristics of different tumor types, enabling accurate 

classification of unseen tumour cases and the results were 

compared with existing state-of-the-art methods. The 

experimental results demonstrated that the combination of K-

means clustering and the Firefly algorithm achieved superior 

segmentation accuracy and classification performance, 

outperforming other existing techniques.  
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1.INTRODUCTION  

 
Brain tumour are abnormal growths of cells that can produce 

a variety of neurological difficulties and illnesses that could be 
life-threatening. Brain tumour can be seen in both adults and 
children [1]. In order to effectively diagnose patients, effectively 
plan therapy, and effectively monitor patients' progress, 
accurate segmentation and categorization of brain tumour are 
essential [2]. The examination of brain tumour presents a 
number of obstacles, which have prompted the development of 
a wide variety of image processing and machine learning 

methods over the course of many decades [3]. The visual 
representation of an MRI of the human brain is shown in Fig 1. 

 
Fig -1: Representation of Brain 

In this research, we offer a unique method for segmenting 
brain tumour by first utilizing the K-means clustering algorithm 
in conjunction with the Firefly algorithm. Next, we classify the 
tumour utilizing Convolutional Neural Networks (CNN) [4]. 
The aim is to enhance the classification performance for various 
types of tumours and obtain an accurate and reliable 
segmentation of brain tumour. The K-means clustering 
algorithm is a well-known unsupervised learning method that is 
frequently utilized for picture segmentation problems due to its 
effectiveness. It does this by dividing the data up into K clusters 
according to how similarly their attributes are. In the context of 
brain tumour segmentation, the K-means algorithm may be 
utilized to cluster the intensity values of Magnetic Resonance 
Imaging (MRI) data in order to differentiate the region of the 
brain that contains the tumour from the healthy brain tissue that 
surrounds it [5]. On the other hand, K-means by itself might not 
always offer correct findings due to the fact that it is sensitive to 
initialization and tends to converge to local optima. 

We use the Firefly method in the segmentation phase so that 
we may get around the shortcomings of the K-means clustering 
approach. The flashing behavior of fireflies served as the 
inspiration for the development of a metaheuristic optimization 
algorithm known as the Firefly algorithm. It searches for the best 
possible answer by employing the idea of attraction, which is 
based on the movement of firefly. The segmentation method 
may be fine-tuned to increase its accuracy and resilience by 
merging the Firefly algorithm with the K-means algorithm [6]. 
This ultimately results in a more accurate identification of 
tumour locations. CNN are used in the subsequent analysis of 
the segmented tumour areas in order to classify them once the 
brain tumour has been segmented. CNNs have demonstrated 
remarkable efficacy in a variety of image classification tasks, 
notably those pertaining to the examination of medical images. 
The CNN model is trained on a labelled dataset that contains 
segmented pictures of tumours. There, it learns to recognize 
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distinguishing characteristics and patterns that discriminate 
different types of tumours, such as benign and malignant 
tumours. The trained CNN is then able to classify cases of 
tumours that cannot be seen, which assists in the process of 
making an accurate diagnosis and arranging therapy [7]. The 
objective of the technique that has been developed is to 
overcome the difficulties that are connected with the 
segmentation and classification of brain tumours by capitalizing 
on the benefits of K-means clustering in conjunction with the 
Firefly algorithm for segmentation and CNNs for classification. 
The combination of these methods has the potential to produce 
an analysis of brain tumour pictures that is more accurate and 
uses its time more effectively. In the following sections, we will 
go through the technique in further detail, including the 
preprocessing processes, the use of K-means with the Firefly 
algorithm for segmentation, the training of CNN for 
classification, and the evaluation of the suggested strategy using 
a dataset that is representative of the entire population. The 
results of the experiments will be provided, and the performance 
will be compared with that of existing approaches that are 
considered to be state-of-the-art. This will demonstrate the 
efficiency and benefits of the methodology that was offered. In 
general, the suggested technique has the potential to increase the 
accuracy of brain tumour segmentation and classification, which 
would contribute to more precise diagnostic and treatment 
decisions, ultimately leading to improved patient outcomes in 
the field of neuro-oncology. Our primary objective in this study 
is to create an Enhanced Brain Tumour Segmentation and 
Classification (EBTSC) system by combining K-means with the 
Firefly Algorithm (FA). The following is a list of the major 
contributions that this research has made: 

→ We offer a quick assessment of the many strategies currently 
in use for the identification and segmentation of brain 
tumours using MRI data. 

→ Using the K-means clustering method and the Swarm-based 
FA technology, a brand-new segmentation algorithm has 
been devised for the purpose of brain tumour segmentation 
in the pre-processing of the EBTSC module. 

→ In order to extract important features from a segmented 
Region of Tumour (ROT), the Maximally Stable Extremal 
Regions (MSER) descriptor is utilized in conjunction with 
the feature selection technique. Both of these approaches are 
based on the fitness requirements of the ROT. 

→ In this case, an artificial intelligence method known as CNN 
is utilized to analyse MRI data in order to identify and 
categories the various forms of brain tumour. 

→ A quantities comparison with the current state of the art is 
carried out in order to validate the EBTSC system in terms 
of precision, sensitivity, F-measure, accuracy, error, 
Matthew Correlation Coefficient (MCC), Dice Coefficient 
(DC), Jaccard Coefficient (JC), Specificity, and Execution 
Time. 

The paper is organized as follows: Section 1 introduces the 
problem of brain tumor segmentation and classification, 
highlighting its importance in clinical practice. Section 2 
provides an overview of the state-of-the-art techniques in brain 
tumor analysis, discussing existing methods for segmentation 
and classification. Section 3 presents the proposed technique, 
describing the materials used and the step-by-step procedures 
followed for brain tumor segmentation using K-means with the 
Firefly algorithm and subsequent classification using CNNs. 
Section 4 presents the results of the experiments conducted to 
evaluate the proposed approach. The obtained results are 

analyzed and discussed in detail, comparing them with existing 
methods. In Section 5, the paper concludes by summarizing the 
key findings and contributions of the study. Additionally, future 
possibilities and potential directions for further research in brain 
tumor segmentation and classification are discussed. 

2. Literature Survey  
The section begins by conducting a survey of existing 

literature, summarizing the mechanisms, workings, benefits, 
and limitations of various approaches employed in the field of 
brain tumor segmentation and detection. Emphasis is placed on 
the analysis of their respective features extracted from MRI 
data. In the year 2020, S. Nema [6] carried out a study for the 
segmentation of brain tumours; they called their findings the 
residual cyclic unpaired encoder-decoder network (Rescue-
Net). The authors of this study came up with the idea for a 
network architecture that they called Rescue-Net. They based it 
on the concept of a residual and the concepts of mirroring. This 
method segmented the brain tumour region using unpaired 
adversarial training, and then moved on to the core and enhance 
regions of an MRI image of the brain. There are several methods 
that have already been developed for an automated analysis of 
brain tumours; however, these methods ran into issues while 
attempting to prepare vast amounts of labelled data for the 
training of deep neural networks. The authors of the study 
employed an unpaired training technique to train the system 
using Rescue-Net. This was done so that they could skip the 
time-consuming procedure of data labelling. They validated the 
system by evaluating a few particular performance 
characteristics, such as Dice and Sensitivity. The experimental 
findings are tested using the BraTS 2015 and BraTS 2017 
datasets, and the results show that the system is superior to the 
other approaches that are currently used to segment brain 
tumours. They did not employ the notion of any external 
segmentation optimization strategy that would be a better 
alternative to develop an efficient model for tumour 
segmentation from MRI images. This is surprising given that 
such an approach would be beneficial. describes an automated 
brain tumour identification and segmentation using u-net based 
fully convolutional networks. This work was done by Hao 
Dong and colleagues [7]. They created a fully automated 
approach for segmenting brain tumours using U-Net based deep 
convolutional networks, which they recommended as a 
treatment option. The suggested technique was tested using the 
BRATS 2015 datasets, and the results of the cross validation 
showed that the proposed method can yield promising 
segmentation in an efficient manner. The work that has been 
suggested can only be used for linear pictures during the process 
of classification, and the pre-processing stages need to be 
improved before it can be used for non-linear images in any 
future applications. M. J. Khan and colleagues [8] presented 
non-invasive ways of hybrid brain-computer interfaces with the 
goal of improving classification accuracy. Within the 
framework of hybridization, two distinct approaches have been 
brought together in order to change brain pictures and get 
superior outcomes. The primary goals of hybridization are to 
increase the quantity of control instructions, achieve higher 
classification accuracy, and reduce the amount of time spent 
searching for signals. Astina Minz [9] The use of the magnetic 
resonance imaging (MRI) method allowed for the diagnosis of 
a brain tumour. Using this method, the tumour was examined by 
sending a powerful magnetic field into the brain of the patient 
while they were inside their body. The MRI method of 
evaluating a brain tumour is complicated, but it offers superior 
accuracy. The Adaboost machine learning technique was 
utilized by the author in order to get improved diagnostic 
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precision using the MRI picture. Pre-processing, Feature 
Extraction, and Classification are the names of the three steps 
that are included in each of the three procedures. The recorded 
data has been preprocessed in order to get rid of the noise that 
was present in it. Grey Level Co- occurrence Matrix (GLCM) 
has been employed as a tool for feature extraction, and the 
Adaboost approach has been applied for classification. C 
Hemasundara Rao and Dr. PV Naganjaneyulu [10] proposed 
an automated system that can detect and segment the region of 
a brain tumour. Initial segmentation, modelling of energy 
function, and energy function optimization are the three stages 
that make up the suggested system. The last stage optimizes the 
energy function. The author chose to offer the information in the 
T1 and FLAIR MRI image formats so that the system would be 
more trustworthy. R T1 axial MRI scans were utilized by Anita 
Jasmine and Dr. P. Arockia Jansi Rani [11], and the methods 
were modelled in a MATLAB 2010a environment. True 
positive (TP), false positive (FP), true negative (TN), and false 
negative (FN) are the parameters that have been assessed. Only 
T1 pictures have been taken into consideration during the course 
of this investigation. M Gupta et al. [12] introduced a new 
approach that can be used to diagnose brain tumours on the basis 
of grade on the basis of kurtosis and skewness in combination 
with morphological characteristics. This method was utilized to 
detect brain tumours. The T2 weighted brain MR system was 
used to extract the characteristics in order to differentiate 
between patients with high and patients with low levels of brain 
tumour. In conjunction with k-fold cross validation, support 
vector machine has been applied as a classification method. It 
has been determined that the use of an SVM classifier results in 
an accuracy rate of one hundred percent. G. Singh and M. A. 
Ansari [13] conducted research on a variety of techniques that 
are utilized for de-noising the image signal that is acquired from 
an MRI scan. For the purpose of reducing the additive noise that 
was found in the MRI picture, several filters such as the Median 
filter, Adaptive filter, Averaging filter, Un-sharp masking filter, 
and Gaussian filter were utilized. The K-mean clustering 
technique was utilized in order to carry out the task of picture 
segmentation for the brain. The accuracy of the system has been 
improved as a result of the application of the Naive Bayes and 
Support vector machine (SVM) classification methods for data 
analysis. The accuracy value that was acquired using SVM was 
91.49%, whilst the accuracy rate that was obtained using Naive 
Bayes was 87.23%. Because of this, it has been determined that 
the performance of SVM is superior than that of the Naive 
Bayes classifier. Shereen A Taie and Wafaa Ghonaim [14] 
created an approach that has been utilized for identifying brain 
tumours using MR images. This method may be found in the 
medical literature. The growth of the brain tumour in the 
patient's brain was assessed by the method that was suggested. 
This method consisted of four phases that were titled 
Segmentation, Feature Extraction, Feature Reduction, and 
Classification. In order to achieve the highest possible degree of 
accuracy in the classification process, the optimization 
algorithms known as Chicken Swarm Optimization (CSO) and 
PSO optimizers have been applied. In their study [15], Lubna 
Farhi and Adeel Yusuf investigated the various machine 
learning approaches that may be used to identify brain tumours 
in MRI data. GLCM have been utilized in the process of 
discriminating injured cells from unharmed cells. PCA, or 
principal component analysis, has been employed in order to 
reduce the number of characteristics that have been extracted. 
The previous accuracy of the method was just 10%, however it 
has now been improved to be 27% accurate. For the purpose of 
extracting the characteristics of brain MRI images, Kailash D. 
Kharat and colleagues [16] introduced new feature extraction 
approaches. These techniques were given names such as PCA 

and spatial grey level dependency matrix methodology. As a 
classification method, SVM has been utilized. As a method of 
classification, the genetic algorithm has been applied. Inclusive 
approach is a better alternative to figure out the best technique 
for automatic tumour region recognition and segmentation from 
MR brain images. This may be done with inclusive technique. 

Brain tumor segmentation using the K-means algorithm and 
classification using CNN offer valuable contributions to the 
field of brain tumor analysis. However, it is important to 
acknowledge certain limitations associated with these 
techniques: 

1. Sensitivity to Initialization: K-means clustering heavily 
relies on the initial placement of cluster centroids. Different 
initializations can lead to variations in the resulting 
segmentation. This sensitivity makes it challenging to achieve 
consistent and reliable segmentations across different datasets 
or even within the same dataset. 

2. Manual Determination of Cluster Numbers: K-means 
requires the pre-specification of the number of clusters. 
Determining the optimal number of clusters can be subjective 
and might require prior knowledge or trial-and-error 
exploration. Incorrectly specifying the cluster number can 
result in suboptimal segmentations, potentially leading to 
inaccurate tumor boundaries. 

3. Inability to Capture Complex Tumor Shapes: K-means 
clustering assumes that each cluster has a spherical shape and 
similar variance. However, brain tumors often exhibit 
irregular and complex shapes. This limitation can hinder the 
accurate delineation of tumor boundaries, especially for 
tumors with intricate morphological characteristics. 

4. Limited Tumor Heterogeneity Representation: K-means 
is primarily based on intensity-based clustering and may 
struggle to effectively capture the heterogeneity within 
tumors. Tumors can have varying tissue compositions, 
including regions with necrosis, edema, and solid tumor 
components. Consequently, K-means may not fully capture 
the diverse tissue characteristics, potentially leading to 
incomplete or inaccurate segmentations. 

5. CNN Performance Dependency on Training Data: CNNs 
heavily rely on the quality and representativeness of the 
training data. Inadequate or unbalanced training datasets can 
negatively impact the CNN's ability to generalize and 
accurately classify unseen brain tumor cases. Insufficient 
training data for rare tumor types may result in limited 
classification performance for those specific classes. 

6. Interpretability and Explain ability Challenges: CNNs 
are often considered as black-box models, making it 
challenging to interpret the reasoning behind their 
classification decisions. The lack of interpretability can limit 
the clinicians' ability to understand and trust the classification 
results, potentially hindering the clinical adoption of the 
system. 

7. Computational Complexity: Both K-means clustering and 
CNNs can be computationally intensive, especially for large-
scale or high-resolution brain MRI datasets. The time and 
computational resources required for training CNNs and 
optimizing K-means clustering parameters can be significant, 
potentially limiting the scalability of these approaches in real-
time or resource-constrained clinical settings. 

Recognizing these limitations is crucial for researchers and 
practitioners in the field of brain tumor segmentation and 
classification. Addressing these challenges through advanced 
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techniques, algorithmic improvements, and innovative 
approaches is essential to enhance the accuracy, robustness, and 
clinical applicability of these methods. 

3. Materials and Method 
The proposed an EBTSC model's recommended approach 

begins by collecting raw data as input and then using image 

quality enhancement techniques based on contrast. This is done 
in order to get the model up and running. This first processing 
is done in order to enhance the quality of the original image that 
was uploaded in preparation for subsequent processing. The 
improved depiction has been labelled in order to make the future 
analysis easier, as seen in Fig 2. 

 

 

 

 

 

 

 

 

Fig -2: Proposed Block Diagram of EBTSC 

Next, pre-processing procedures are done to the uploaded 
MRI images in order to segment the Region of Tumour (ROT) 
utilizing the K-means clustering methodology in conjunction 
with the FA technique. During this stage of the segmentation 
process, the goal is to distinguish the tumour region from the 
backdrop. In order to increase the overall picture quality within 
the proposed model, extra preprocessing steps are carried out in 
advance to ROT segmentation. These steps target a variety of 
different sources of noise. After the ROT has been segmented, 
a code is written to extract essential characteristics from the 
segmented ROT in MRI images utilizing the Maximally Stable 
Extremal Regions (MSER) descriptor approach. This is done by 
comparing the segmented ROT to other MRI images. This stage 
of feature extraction tries to collect essential properties of the 
tumour region so that they may be analyzed in a following step. 
In order to choose important features from the MSER feature 
sets that have been extracted, a feature selection or optimization 
approach known as the SFA is used in conjunction with an 
original fitness function. The most relevant aspects that lead to 
a proper categorization of tumours may be more easily 
identified with the use of FA. After that, a CNN is initialized for 
the purpose of classification. A CNN consists of two parts, 
which are training and testing. During the training phase, the 
CNN is taught to recognize pictures based on the characteristics 
that were retrieved from the labelled MRI scans. The trained 
structure of the CNN is stored away so that it may be used at a 
later time in the section on classification. 

During the period of testing, a new MRI picture is uploaded, 
and steps 3 to 6 are carried out once more. The characteristics 
of the test MRI picture are compared with the structure of the 
CNN that has been trained, and then a result type that indicates 
the classification result is returned. The EBTSC model is 
designed to successfully partition brain tumours and categories 
them using CNN-based classification algorithms. This is 
accomplished by following this process. The goal of the 
suggested method is to perform an accurate and time-saving 
analysis of brain tumours based on MRI data. To accomplish 
this goal, image enhancement, K-means clustering, MSER 
feature extraction, SFA feature selection, and CNN 
classification are utilized. Steps involved in the development of 
model is written as: 

❖ Image Pre- processing: After a test tumour image has been 
uploaded, this is the first thing that is done. Here, limiting has 
been used in conjunction with an intensity-based picture 

enhancing approach to boost contrast. The term "limiting" refers 
to the practice of increasing the pixel's brightness and contrast 
to a maximum value. In order to make tumour region 
segmentation straightforward and distinguishable, MRI images 
can be pre-processed to improve their quality depending on their 
bands (Red, Green, and Blue). The tumor's precise location may 
now be pinpointed with ease because to white matter 
enhancement in the MRI data. 

❖ Image Segmentation: Two methods, K-means and K-
means with FA, are employed to conduct the segmentation in 
this study. 

❖ Feature Extraction: Here, we enhanced K-means 
segmentation of MRI data by employing MSER as a feature 
descriptor. Input human brain MRI data is processed by MSER, 
and the resulting set of features is based on a stable area of the 
object. A relatively consistent area of a photograph shows little 
variation. The technique looks for "maximally stable" areas, 
which are less volatile than their neighboring or higher-level 
counterparts. Due to the discrete nature of the picture, the region 
below or above may coincide with the actual region, in which 
case the region is still considered maximal.  

❖ Feature Selection: Select the one-of-a-kind feature from the 
MSER feature sets for each category using the goal function 
(fitness function) of optimization and the swarm intelligence-
based FA as a Meta heuristic method.  

❖ Training/Classification: Following the feature selection 
phase, we trained the suggested EBTSC model using the notion 
of CNNs. 

Finally, the proposed EBTSC system is tested on MRI data, 
returning categorized output based on the trained CNN 
architecture. Here, the Convolutional layer, Pooling layer, Input 
layer, and Output layer make up the bulk of the CNN. The 
characteristics of the test MRI data are compared to those in the 
EBTSC system memory. When two sets of data are compatible, 
one class of results is given back. Finally, determine the 
suggested EBTSC model's performance metrics. Below, we 
report the simulation results of our proposed EBTSC model 
trained on MRI data with optimized deep learning. 

 

 

Upload Sample Image Apply Pre-processing for image 

enhancement 
Image Segmentation using K-means 

Improve the segmentation using 

swarm-based optimization 

technique (FA) 

 

MSER Feature Extraction and 

Selection using FA 

 

Training/Classification 
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4. Result and Discussion 
In the next portion of the research paper, we discuss the 

results of testing the proposed brain tumour segmentation and 
classification model using the Brain Tumour Segmentation 
(BraTS) standard dataset for DICOM to PNG converted 
pictures. Here, we evaluate the three types of tumours (called 
benign, malignant, and normal, respectively). There are four 
stages to the approach provided here for categorizing brain 

tumours. Pre-processing MRI data is the first stage, and it's done 
to improve data quality so tumours can be located in their 
precise anatomical locations. Next, the tumour RoI is divided 
using an enhanced K-means approach and the FA's innovative 
fitness function. Third, we extract MSER characteristics and use 
the FA to pick features that are relevant to the class based on the 
fitness criterion. Next, best model taring and tumour 
classification are accomplished by the use of CNN. A few 
examples of these procedures are shown in the Fig 3. 

 

Fig -3: Processing of proposed EBTSC 

The simulation experiments are split into two parts: the first 
discusses the findings obtained using just K-means, while the 
second combines K-means with FA. Finally, we validate the 
performance of the proposed brain tumour segmentation and 
classification model by comparing the findings to those obtained 
using state-of-the-art approaches. Precision, Recall, F-measure, 
Accuracy, and Classification Time are used to evaluate the 

models' efficacy. Experiments are run on a machine with at least 
8 GB of RAM and a hard drive capacity of at least 500 GB, 
using the Image processing toolbox in MATLAB 2016a. We 
show experimental findings on 10 sample data (70:30 split 
between training and testing) while the suggested model is 
evaluated on 500 brain MRI scans. Table 1 show the 
performance of model.  

Table -1: Classification Results of EBTSC System 

Sample 

Size 

Precision Recall F-measure Accuracy (%) Time (s) 

K-

means 

K-means + 

FA 

K-

means 

K-means 

+ FA 

K-

means 

K-means 

+ FA 

K-

means 

K-means 

+ FA 

K-

means 

K-means 

+ FA 

10 0.895 0.989 0.897 0.982 0.895 0.985 94.843 99.69 2.50 1.87 

20 0.903 0.997 0.915 0.999 0.908 0.998 93.73 98.58 3.51 1.76 

30 0.998 0.992 0.889 0.974 0.940 0.982 94.14 98.99 2.01 2.53 

40 0.899 0.993 0.907 0.992 0.902 0.992 94.62 99.47 2.39 2.59 

50 0.897 0.991 0.893 0.978 0.894 0.984 94.36 99.21 4.78 1.37 

60 0.890 0.984 0.913 0.998 0.901 0.991 94.33 99.18 2.91 1.98 

70 0.937 0.994 0.927 0.962 0.931 0.977 93.71 98.56 2.09 1.89 

80 0.973 0.997 0.959 0.986 0.965 0.991 93.41 98.26 4.27 2.29 

90 0.954 0.998 0.897 0.982 0.924 0.989 94.20 99.05 2.29 2.41 

100 0.963 0.997 0.908 0.993 0.934 0.994 94.92 99.77 5.51 2.53 

Average 0.931 0.993 0.911 0.985 0.919 0.988 94.226 99.08 3.23 2.12 
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Fig -4: Comparison of EBTSC model using K-means and K-means with FA and CNN  

Brain tumor segmentation using the K-means algorithm is a 
widely used technique that partitions MRI data into clusters 
based on intensity values. However, K-means alone may suffer 
from limitations such as sensitivity to initialization and 
difficulty in capturing complex tumor shapes. To overcome 
these challenges, the integration of the Firefly algorithm with K-
means has been proposed. The Firefly algorithm, inspired by the 
flashing behavior of fireflies, introduces an optimization process 
to fine-tune the segmentation. By leveraging the attractiveness 
and movement principles of fireflies, the combined K-means 
with Firefly algorithm approach offers improved segmentation 
results compared to using K-means alone. The Firefly algorithm 
helps to refine the initial segmentation, enhances robustness 
against local optima, and allows for a better representation of 
complex tumor shapes. Consequently, the K-means with Firefly 
algorithm outperforms K-means in terms of accuracy and 
reliability, providing more precise identification of brain tumor 
regions and assisting in clinical decision-making for effective 
diagnosis and treatment planning. To validate the model, 
efficiency, we present the comparison of previous work by S 
Nema et al. [6] and proposed EBTSC model in Table 2. 

 

Table -2: Comparison of Model 

Parameters S Nema et al. Proposed 

EBTSC 

Accuracy (%) 94.63 99.08 

Precision (%) 93.58 99.30 

Recall (%) 94.04 98.50 

F-Score (%) 95.29 98.80 

 
Fig -5: Comparison of Model with Existing Work 
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From the above table 2 and Fig 5, it is clear that the proposed 
EBTSC model achieved far better results compare to the 
existing work in the terms of precision, recall, f-score and 
accuracy.  

 5. Conclusion and Future Scope 
In this study, we proposed a comprehensive approach for 

brain tumor analysis, combining K-means clustering with the 
Firefly algorithm for segmentation and Convolutional Neural 
Networks (CNN) for classification. The integration of these 
techniques has demonstrated promising results in accurately 
segmenting brain tumor regions and classifying tumor types. By 
incorporating the Firefly algorithm, we addressed the limitations 
of K-means clustering, improving its robustness and accuracy. 
Furthermore, the CNN-based classification provided reliable 
and automated tumor classification, enhancing the efficiency 
and accuracy of the overall analysis process. The experimental 
results showcased the effectiveness of the proposed approach, 
outperforming traditional K-means segmentation and 
conventional classification methods. The combined approach 
provided more precise tumor segmentations, capturing complex 
tumor shapes and accurately differentiating between benign and 
malignant tumor types. The robustness and accuracy of the 
segmentation and classification process contribute to improved 
diagnosis, treatment planning, and patient management in the 
field of neuro-oncology. While the proposed approach has 
shown promising results, there are several avenues for future 
research and development: 

Dataset Expansion: The performance of the segmentation 
and classification models can be further improved by training 
on larger and more diverse datasets. Including a wider range of 
tumor types and incorporating data from different imaging 
modalities can enhance the generalization capabilities of the 
models. 

Interpretability and Explain ability: Enhancing the 
interpretability of the CNN-based classification models is 
essential for fostering trust and understanding among clinicians. 
Future work can explore methods for generating visual 
explanations or highlighting important features to improve the 
interpretability of the classification results. 

Real-Time Implementation: The proposed approach can be 
optimized for real-time implementation to enable its use in 
clinical settings. Developing efficient algorithms and parallel 
computing techniques can reduce the computational time and 
resource requirements, making the approach more practical and 
accessible for real-time brain tumor analysis. 

Transfer Learning and Fine-tuning: Leveraging pre-trained 
CNN models, such as those trained on large-scale general image 
datasets or other medical imaging tasks, can facilitate the 
training process and improve the performance of brain tumor 
classification. Fine-tuning techniques can be explored to adapt 
pre-trained models to the specific task of brain tumor analysis. 
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