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____________________________________________________________________________________________________ 
Abstract :  Floods are among the most destructive natural 
disasters, which are highly complex to model. The research 
on the advancement of flood prediction models contributed 
to risk reduction, policy suggestion, minimization of the loss 
of human life, and reduction of the property damage 
associated with floods. [4] 
In this paper, we developed a time series data mining 
approach to predict the flood in different locations with the 
help of causes, rise in water level and so on. 
 
IndexTerms:LogisticRegression[1],numpy,panda,matplo
tlib,accuracyscore 
________________________________________________ 

INTRODUCTION 
 
Among the natural disasters, floods are the most destructive, 
causing massive damage to human life, infrastructure, 
agriculture, and the socioeconomic system. Governments, 
therefore, are under pressure to develop reliable and accurate 
maps of flood risk areas and further plan for sustainable 
flood risk management focusing on prevention, protection, 
and preparedness. 
Flood prediction models are of significant importance for 
hazard assessment and extreme event management. The 
applications in flood prediction can be classified according 
to flood resource variables,i.e., water level, river flood, soil 
moisture, rainfall–discharge, precipitation,[5] river inflow, 
peak flow,river flow, rainfall–runoff, flash flood, rainfall, 
streamflow, seasonal stream flow, flood peak discharge, 
urban flood, plain flood, groundwater level, rainfall stage, 
flood frequency analysis, flood quantiles,.surge level, 
extreme flow, storm surge, typhoon rainfall, and daily 
flows[6]. 

. 
SPECIFICATIONS 

 Python 

 Machine learning Models 

 [3]Jupyter Notebook(tool) 

 Tableau(Visualization) 

 

 

HARDWARE REQUIREMENTS 

Processor        : Pentium IV and above  
Hard Disk        : 250 GB  
RAM                : 4 GB 

SOFTWARE REQUIREMENTS 

Operating System: Windows 7/XP  
Web server: Apache    
 Server Scripting: Python 
 Database Server:  MySQL  

 

STEPS INVOLVED IN THE PROCESS 

STEP 1 : DEFINING THE PROBLEM  
[2]Flood prediction is the use of forecasted 
precipitation and stream flow data in rainfall-runoff 
and stream flow routing models  to forecast flow 
rates and water levels for periods ranging from few 
hours to days ahead, depending on the size of the 
watershed or river basin[7]. 

 
STEP 2 : COLLECTION OF DATA  
The data was collected with the help of google 
according to the survey done on particular flood 
affected areas such as water level, altitude, rainfall, 
reasons etc 
 
STEP 3 : PREPARE THE DATA  
First you must upload the data to the [3]jupyter 
notebook for analysis. Check are there any null 
rows or columns, if any remove the rows or fill the 
columns with the mean value of that particular 
column.  
Import all the packages and functions that are 
necessary for the analysis process.  

 
STEP 4 : SPLITTING THE DATA INTO 
TRAINING AND TESTING  
Here in this step we split the data into two separate 
tables training and testing respectively[8]. Training 
table is used for analysis and alteration purpose, 
whereas testing table is used to test the data in the 
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final step. We will also split the table data into 80% 
and 20%. 

 
STEP 5 : ALGORITHM SELECTION  
Here we select the appropriate algorithm/model 
that is necessary for the analysis purpose, we have 
selected [1]logistic regression model for processing 
the dataset.  
 
STEP 6 : TRAINING THE ALGORITHM WITH 
DATA FOR MACHINE  
Here the data is divided into xtrain, ytrain, xtest 
and ytest where 80% of data is taken     as train 
 

 data and remaining 20% of data is taken as test 
data.  
Then if there are any nulls in the rows or column, 
remove those and clean the data and also if you 
have any high range values take the mean of those 
and reduce the range of those values.  
Then the algorithm is trained with 80% cleaned 
data of xtrain and ytrain.  
 

 
 
 
 
 

DATA SET FOR FLOOD PREDICTION 
 
 
                                                                                           Data set 
 
I D L O C AT I O N S E A S O N Y E A R A B O V E  S E A  L E V E L T E M PA R AT U R E R E A S O N R I S E  I N  W A T E R  L E V E L F L O O D  P R E D I C T I O N D E AT H  R AT E

1 Kod a g u Ra in y 2 0 1 8 9 0 0 m 2 0 He a v y  Ra in 1 2 7 7 Yes 2 0 0
2 Kera la Mon s oon 2 0 1 7 2 6 9 5 m 1 9 He a v y  Ra in 1 0 9 5 Yes 1 5 0
3 B a n g a lore Mon s oon 2 0 1 8 9 0 0 m 2 4 Ra in 5 0 0 N o 0
4 Mu m b a i Mon s oon 2 0 1 9 4 5 0 m 2 6 L ac k  of Ve g ita tion 7 0 0 Yes 8 0
5 O d d is a S p rin g 2 0 1 9 1 6 7 2 m 2 2 C y c lon e 1 0 0 0 Yes 1 5 5
6 Wa y n a d Ra in y 2 0 1 7 8 8 8 m 2 5 Ra in 3 0 0 N o 0
7 Ked h a rn ath S u m m e r 2 0 1 5 3 5 8 2 m 1 9 Me ltin g  if ic e 9 0 0 Yes 3 0 0
8 Man tra la y a Win te r 2 0 1 9 9 5 0 m 2 5 He a v y  Ra in 2 0 0 Yes 3 0
9 D e lh i Mon s oon 2 0 1 7 2 1 6 m 1 0 1 0 0 N o 0

1 0 Kolka ta S p rin g 2 0 1 6 9 .1 4 m 2 5 C y c lon e 1 5 0 N o 0
1 1 Kan y aKu m ari Win te r 2 0 0 4 3 0 m 2 3 Ts u n a m i 2 5 0 Yes 5 0
1 2 Man g a lore Win te r 2 0 0 4 2 2 m 2 8 Ts u n a m i 3 2 0 Yes 1 2 6
1 3 C h e n n a i Win te r 2 0 1 5 6 .7 m 3 2 He a v y  Ra in 2 0 0 Yes 7 0
1 4 Koc h i Ra in y 2 0 1 8 9 m 2 4 C y c lon e 1 2 5 Yes 6 7
1 5 An d a m a n Win te r 2 0 0 4 1 6 m 2 6 Ts u n a m i 3 8 0 Yes 1 3 5
1 6 G u ja rat Ra in y 2 0 1 5 1 5 0 m 2 3 C y c lon e 3 4 0 y es 8 1
1 7 An d h e ri Ra in y 2 0 0 5 5 7 .5 m 2 5 Ra in  fa ll 6 4 4 y es 1 0 9 4
1 8 Pon d ec h erry Win te r 2 0 1 5 5 3 0 m 2 8 C y c lon e 7 8 0 y es 5 0 0
1 9 B h u b a n e s h war Ra in y 2 0 1 5 5 0 0 m 1 8 Ra in  fa ll 4 2 5 y es 6 0 0
2 0 U ttara k h an d  Ra in y 2 0 1 3 9 0 m 1 5 Ra in  fa ll 1 0 6 y es 5 7 0 0
2 1 B a n as ka n th a Ra in y 2 0 1 1 4 0 m 2 2 Ra in  fa ll 1 5 2 y es 8 0
2 2 Trip u ra Ma n s oon 2 0 1 8 5 0 m 2 0 He a v y  Ra in 3 2 0 y es 1 7 6
2 3 Ja m m u  an d  Ka s Ma n s oon 2 0 1 8 5 5 7 m 7 He a v y  Ra in 2 2 0 y es 6 7
2 4 G u wa h a ti Ra in y 2 0 1 6 7 0 0 m 1 8 He a v y  Ra in 3 8 0 y es 1 5
2 5 O d is s a Ra in y 2 0 0 8 1 7 .8 m 1 5 C y c lon e 3 3 0 Yes 9 6  

 
 
STEP 7: EVALUATE TEST DATA  
After the algorithm is trained with 80% of data, the 
algorithm is to be tested with remaining 20% of 
data.  
Before that check there are any nulls in the test 
data, if present remove those nulls and obtain clean 
data. Then evaluate the algorithm with test data for 
predictions.  
 
STEP 8: PARAMETER TUNING  
A tuning is to be done for algorithm in order to 
control the behaviour of the algorithm. There are 
many tuning methods available, here we applied 
[1]logistic regression.  

 
 
[1]Logistic regression is suitable for life 
expectancy because its most widely used predictive 
model.  
 
STEP 9: START USING YOUR MODEL  
After the algorithm is trained with test data, it gives 
the prediction that is it gives the accuracy of our 
model.  
If the prediction is below 70% then the model is 
failed, there may be a mistake in choosing the data 
, cleaning the data or methods etc.  
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If the prediction is above 70% then the model is 
good and ready for usage. 

 
 

IMPLEMENTATION: 
Tool used : [3]Jupyter Notebook 
 
# coding: utf-8  

 
# In[282]:  
 
 
import numpy  
import pandas  
import sklearn  
import seaborn  
from sklearn.model_selection import 

train_test_split  
from sklearn.linear_model import 

LogisticRegression [1] 
from sklearn.metrics import accuracy_score  
from sklearn.metrics import 

mean_squared_error,r2_score  
from sklearn import preprocessing  
import matplotlib.pyplot as plt  
get_ipython().run_line_magic('matplotlib', 

'inline')  
 
 
# In[283]:  
 
 
fp  = 

pandas.read_csv('C:/Users/Prajna/Downloads/PRO
JECT data.csv')  

fp  
 
 
# In[284]:  
 
 
fp1 = fp[['LOCATION','ABOVE SEA 

LEVEL','TEMPARATURE','RISE IN WATER 
LEVEL','FLOOD PREDICTION','DEATH 
RATE']]  

 
 
# In[285]:  
 
 
seaborn.countplot(x='FLOOD 

PREDICTION',data=fp1)  
 
 
 
# In[286]:  
 
fp1.isnull().any()  
 
 
# In[287]:  
 
 

fp1.isnull().sum()  
 
 
# In[288]:  
 
 
fp_data_X = fp1[['LOCATION','ABOVE SEA 

LEVEL','TEMPARATURE','RISE IN WATER 
LEVEL','DEATH RATE']]  

fp_data_Y = fp1[['FLOOD PREDICTION']]  
 
# In[289]:  
 
X_train, X_test, Y_train, Y_test = 

train_test_split(fp_data_X,fp_data_Y,test_size=0.2
0)  

# In[290]:  
 
encoder = preprocessing.LabelEncoder()  
 
# In[291]:  
 
X_train['LOCATION']=encoder.fit_transform(

X_train['LOCATION'])  
 
# In[292]:  
 
data = X_train['RISE IN WATER LEVEL']  
price_frame = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(price_frame)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
# In[293]:  
 
X_train['RISE IN WATER 

LEVEL']=preprocessing.scale(X_train['RISE IN 
WATER LEVEL'])  

 
# In[294]:  
 
data = X_train['ABOVE SEA LEVEL']  
sea = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(sea)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
# In[295]:  
 
X_train['ABOVE SEA 

LEVEL']=preprocessing.scale(X_train['ABOVE 
SEA     LEVEL'])  

 
 
# In[296]:  



          INTERNATIONAL JOURNAL OF SCIENTIFIC RESEARCH IN ENGINEERING AND MANAGEMENT (IJSREM) 
           VOLUME: 03 ISSUE: 08 | AUGUST -2019                                                                                                          ISSN: 2590-1892                                           

 

© 2019, IJSREM      |  www.ijsrem.com Page 26 
 

 
 
data = X_train['TEMPARATURE']  
temp = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(temp)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
 
# In[297]:  
 
 
X_train['TEMPARATURE']=preprocessing.sca

le(X_train['TEMPARATURE'])  
 
 
# In[298]:  
 
 
data = X_train['DEATH RATE']  
price_frame = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(price_frame)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
# In[299]:  
 
 X_train['DEATH 

RATE']=preprocessing.scale(X_train['DEATH 
RATE'])  

 
# In[300]:  
 
X_test['LOCATION']=encoder.fit_transform(X

_test['LOCATION'])  
 
 
 
# In[301]:  
data = X_test['RISE IN WATER LEVEL']  
price_frame = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(price_frame)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
 
# In[302]:  
 
 
X_test['RISE IN WATER 

LEVEL']=preprocessing.scale(X_test['RISE IN 
WATER LEVEL'])  

 
 
# In[303]:  
 

 
data = X_test['ABOVE SEA LEVEL']  
sea = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(sea)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
 
# In[304]:  
 
 
X_test['ABOVE SEA 

LEVEL']=preprocessing.scale(X_test['ABOVE 
SEA LEVEL'])  

 
 
# In[305]:  
 
 
data = X_test['TEMPARATURE']  
temp = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(temp)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
 
# In[306]:  
 
 
X_test['TEMPARATURE']=preprocessing.scal

e(X_test['TEMPARATURE'])  
 
 
# In[307]:  
 
 
data = X_test['DEATH RATE']  
price_frame = pandas.DataFrame(data)  
min_max_normalizer = 

preprocessing.scale(price_frame)  
price_frame_normalized = 

pandas.DataFrame(min_max_normalizer)  
price_frame_normalized  
 
# In[308]:  
 
 
X_test['DEATH 

RATE']=preprocessing.scale(X_test['DEATH 
RATE'])  

 
 
# In[309]:  
 
 
logistic_regression = LogisticRegression() [1] 
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# In[310]:  
 
 
logistic_regression.fit(X_train,Y_train) [1] 
 
 
# In[311]:  
 
 
y_pred = logistic_regression.predict(X_test) [1] 
 
 
# In[312]:  
 
 
print(accuracy_score(Y_test,y_pred))  
 
 
# In[219]:  
 
 
plt.scatter(fp1['RISE IN WATER 

LEVEL'],fp1['FLOOD PREDICTION'])  
plt.xlabel('RISE IN WATER LEVEL')  
plt.ylabel('FLOOD PREDICTION')  
plt.title('RISE IN WATER LEVEL - FLOOD 

PREDICTION')  
 
 

VISUALIZATION 

Flood Prediction 
This graph shows the flood prediction column 
which is mentioned in the dataset. It shows the 
possibility of flood happening in particular area 
taking into consideration of rise in water level . 
This graph shows the number of people died in the 
flood  in particular area and in particular year. The 
data considered for this graph is taken by the 
cleaned dataset. 

 
Rise in water level 

This graph shows the rise in water level which causes the 
flood in particular area and in particular year. The data 
considered for this graph is taken by the cleaned dataset. 
 

                                    Temperature 
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This graph shows the temperature in particular area and in 
particular year where the flood happened. The data 
considered for this graph is taken by the cleaned dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

Above sea level 
 

This graph show that how much a particular are is above sea 
level. It helps in predicting the cause and the probability of 
flood happening. 

 
 

 
Scatter plot 

This scatter plot  will show how the prediction is done on the 
basis of rise in water level in particular area. Here we can see 
that at what level of rise in water can cause the flood. We can 

predict whether the flood happens or not considering the 
statistics of rise in water level.    
 
CONCLUSION: 
 
Flood occurs most commonly from heavy rain fall when 
natural watercourses do not have capacity to excess water. 
In costal areas, water inundation can be caused by a storm, 
tsunami or high tide coinciding with higher than normal river 
levels. 
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