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Abstract - To tackle the challenge of predicting food 

delivery times, the study introduces a novel approach 

crucial for streamlining food delivery service 

operations. The proposed model combines CNN 

(Convolution Neural Network)s and (LSTM) Long 

Short-Term Memory networks, leveraging the unique 

strengths of each design. The CNN component analyzes 

delivery data trends on a daily and weekly basis, 

identifying geographical patterns such as rush hours 

and seasonal variations. Meanwhile, the LSTM 

component focuses on recognizing spatiotemporal 

relationships and retaining data over time to effectively 

model sequential data. Compared to standard 

procedure, the model's simultaneous incorporation of 

spatial and temporal information leads to more precise 

predictions. This enhanced accuracy holds proven 

strategy for food delivery services, enabling them to 

more accurately estimate delivery times, reduce delays, 

and ultimately improve overall customer satisfaction. 

Keywords: (LSTM) Long short term memory, Time 

prediction, CNN (Convolution Neural Networks). 

1.INTRODUCTION 

As urbanization advances, traffic congestion emerges as a 

prominent issue, significantly disrupting daily routines. Despite 

the availability of live traffic updates through navigation apps 

and websites, accurately estimating travel times remains 

challenging. The existing real-time traffic updates may not 

always accurately represent the conditions upon reaching the 

destination emphasizing the need for more precise travel time 

estimation based on traffic speed prediction. Although 

traditional statistical and machine learning techniques have 

been utilized for forecasting traffic velocity, recent 

progressions in deep learning particularly CNN(Convolutional 

Neural Network)s and LSTM (Long Short-Term Memory) 

models, hold promise in addressing this challenge. These 

advanced techniques leverage extensive traffic data and 

powerful computational resources to improve prediction 

accuracy. Specifically, CNN-LSTM models have shown 

effectiveness in predicting traffic conditions by extracting 

space and time features. However, current research 

predominantly focuses on traffic speed prediction, overlooking 

other critical applications like food delivery time estimation. 

Accurately predicting food delivery times is essential for 

optimizing delivery operations and enhancing customer 

satisfaction, requiring precise estimations of travel times 

considering various factors such as road conditions, traffic 

congestion and delivery routes. In this study, we introduce a 

CNN-LSTM model customized specifically for food delivery 

time forecasting. aiming to address the unique challenges 

associated with estimating delivery times. By harnessing 

CNN's ability to extract temporal features related to daily and 

weekly traffic patterns and LSTM's capability to capture 

spatiotemporal dependencies, our model aims to provide 

accurate and reliable predictions for food delivery times. 

Through extensive simulations and validation using real- world 

delivery data, it showcase the efficacy of our suggested CNN-

LSTM model in enhancing the precision and dependability of 

food delivery time estimation in contrast to conventional 

techniques. This research contributes to optimizing food 

delivery operations, ultimately leading to enhanced customer 

experiences and satisfaction. The proposed CNN-LSTM model 

in enhancing the correctness and completeness of food delivery 

time prediction compared to traditional methods. This research 

contributes to optimizing food delivery operations, ultimately 

leading to improved customer experiences and satisfaction. 

The paper consists of Literature Survey followed by 

methodology in section 3. Along with this, the paper also 

consists of information about the CNN-LSTM model in section 

4 and its results in section 5. The final part of the paper consists 

of conclusion and references. 

2. LITERATURE SURVEY 

The paper introduces a pioneering method to enhance the 

precision of predicting hand gesture timing by integrating 

signal processing and deep machine learning techniques, 

extracting crucial timing attributes from raw data [1]. 

Following this preprocessing step, the data is inputted into a 

CNN(Convolutional Neural Network) for classification, 

capitalizing on its effectiveness in analyze a series of abstract 

symbols to determine their meaning and context. Another 

contribution involves in suggesting a model that combines 

CNN(Convolutional Neural Network)s with a transformer 

architecture to predict the multivariate time series data [5]. 

This approach captures both temporal patterns and inter-

variable relationships concurrently, leading to improved 

prediction accuracy in contrast to current methods. The paper 

proposes a novel deep learning framework called 

Multivariate (Convolutional Neural Network). (MVCNN), 

tailored for classifying multivariate time series data [6]. This 

architecture tackles obstacles in CNN application to time 

series by suggesting a tensor scheme to convert data into 3D 
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tensors, facilitating the utilization of local interactions among 

variables. 

The paper introduces a classification strategy founded on 

LSTM for forecasting time series trends [3]. This method 

utilizes LSTM (Long Short-Term Memory) structures to 

capture both long-term and short-term dependencies in 

sequential data, showcasing better performance compared to 

traditional auto-regression models. The study presents a fresh 

model, LSTM-attention-LSTM, forecast future events using 

past data trends[2]. This model utilizes two LSTM models 

along with an attention mechanism to enhance accuracy, 

particularly for non-stationary multivariate data. 

Experimental findings underscore its superiority over current 

approaches, investigating the control of the attention 

mechanism across various time steps. 

3.METHODOLOGY 

To analyze the delivery time of food we follow eight steps: 

first data collection Secondly pre-processing the data, data 

split, model selection and training the CNN-LSTM model. 

Finally evaluating the model to see its delivery time 

prediction illustrate in Fig. 1. 

 

Fig-1: Block diagram of CNN-LSTM model. 

3.1 Data Collection 

Food delivery dataset consists of 11 attributes. It contains 

45,594 entries. Each entry contains ID, Delivery person id, 

Delivery person Age, Delivery person Ratings, Restaurant 

latitude, Restaurant longitude, Delivery location latitude, 

Delivery location longitude, Type of order, Type of vehicle, 

Time taken(min), weather condition, Traffic condition, 

distance. 

3.2 Preprocessing 

Preprocessing stage ensues to validate its accuracy and 

suitability for analysis. This phase encompasses tasks such as 

data cleaning, managing missing values, outlier detection and 

removal, and formatting the information into an appropriate 

structure for analysis. Moreover, techniques like data 

normalization or scaling may be utilized to standardize 

features onto a comparable scale. In food delivery time 

prediction The Haversine formula is essential for calculating 

the geographic distance between the food preparation site and 

the delivery destination, utilizing latitude and longitude 

coordinates. This calculation forms the foundation for 

accurate estimations, allowing delivery services to address for 

various factors such as traffic conditions and optimal routes. 

By incorporating these variables, delivery times can be 

predicted more precisely, securing efficient and punctual 

order deliveries, thereby enhancing both customer 

gratification and operational effectiveness. 

3.3 Data Split 

The gathered and preprocessed data is commonly split into 

two subsets training set and test set. Training set is utilized to 

train the prediction model, and the other is employed to assess 

its performance. This partitioning of data is typically done 

randomly, guaranteeing that both subsets accurately represent 

the overall data distribution. 

3.4 Model Selection 

In choosing the right prediction model, the project's 

requirements and available data are carefully considered. 

Numerous machine learning algorithms are generating, 

including support vector egression, decision trees, linear 

regression, gradient boosting, random forests, and deep 

learning architectures like CNN (Convolutional Neural 

Network) or LSTM (Long Short-Term Memory) networks. 

This decision is guided by factors such as the dataset's 

characteristics, the intricacy of the task, and the expected 

performance standards. 

3.5 Model Training 

During this phase, the chosen prediction model undergoes 

training using the provided training data. The model 

assimilates information from input features and their 

corresponding delivery time labels to comprehend patterns 

and correlations. Through the training process, optimization 

methods are employed to iteratively fine-tune model 

parameters, aiming to minimize prediction errors. 

3.6 Model Evaluation 

Following training, the model undergoes performance 

evaluation using the test dataset. Assessment criteria like 

mean absolute error (MAE), mean squared error (MSE), or 

root mean squared error (RMSE) are often utilized to 

measure prediction precision. The model's performance is 

scrutinized to ascertain if additional enhancements or 

adjustments are necessary. 

 4.  CNN –LSTM MODEL 

CNN (Convolutional Neural Network) offer numerous 

advantages for tasks involving time prediction. Their 

primary strength lies in their ability to autonomously acquire 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 08 Issue: 05 | May - 2024                         SJIF Rating: 8.448                                    ISSN: 2582-3930                              

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM32596                                               |        Page 3 

hierarchical features from unprocessed input data like audio, 

images, time-series. This hierarchical feature learning 

enables CNNs to effectively capture intricate patterns and 

interconnection present in the data, making them particularly 

adept at handling sequential or time-dependent information. 

Furthermore, CNNs exhibit robustness to variations in input 

information, for instance shifts, distortions, or noise, which 

proves vital for accurate time prediction in practical 

situations where data quality may be compromised. 

However, a notable drawback of CNNs in time prediction 

tasks is their computational complexity, especially with 

longer time series. This complexity can result in prolonged 

training and latency, especially when addressing large 

datasets or high-resolution temporal data, necessitating 

significant computing power and potentially hindering real-

time applications. 

LSTM (Long Short-Term Memory) networks present 

several advantages for time prediction endeavors. One 

notable benefit is their adeptness at capturing long-term 

dependencies within sequential data, rendering them well-

suited for time series forecasting. This potential is facilitated 

by memory cells and gating mechanisms regulating 

information flow, enabling LSTMs to retain particulars over 

extended durations. Moreover, LSTMs exhibit proficiency 

in handling variable-length sequences, a crucial attribute for 

modeling temporal data (time series data) characterized by 

fluctuating sequence lengths. However, a drawback of 

employing LSTMs for time prediction tasks lies in their 

computational complexity and training duration especially 

when addressing extensive datasets or intricate architectures. 

Training LSTMs necessitates substantial computational 

resources and time investment, potentially constraining their 

applicability in real-time prediction scenarios where rapid 

processing is paramount. 

 

Fig-2: CNN-LSTM model. 

A CNN-LSTM model integrates CNN (Convolutional Neural 

Network) with LSTM (Long Short-Term Memory) networks 

to capitalize distinct strengths of each architecture for time 

prediction applications. CNNs excel at capturing spatial 

patterns within data, making them well-suited extracting 

features from sequential data datasets like time series. By 

employing (Convolutional Neural Network) layers on the 

input sequence, the CNN can acquire hierarchical 

representations of temporal data, discerning critical patterns 

and features. Subsequently, the LSTM network processes 

sequential information over time. LSTMs are proficient at 

capturing long-term dependencies and temporal dynamics, 

rendering them consummate for tasks where data order and 

context are pivotal, such as time prediction. By amalgamating 

CNNs for feature extraction and LSTMs for sequential 

modeling, the CNN-LSTM model adeptly captures both 

spatial and time series patterns in the data, resulting in 

enhanced performance for time prediction tasks. This hybrid 

proceeding towards enabling the model to discern intricate 

relationships within time series data, culminating in more 

accurate predictions compared to employing either 

architecture in isolation. 

The input data comprises the raw information processed by 

the model. In the realm of food delivery time prediction, this 

encompasses various factors such as order details (items, 

quantities), customer information (location, order history), 

time-related aspects (time of day), and external conditions 

(weather, traffic). Although not commonly utilized in this 

domain, CNN(Convolutional Neural Network) layers can be 

beneficial for analyzing spatial data, such as maps or 

geographical information. If incorporated, the CNN layer 

applies filters to extract spatial features. Subsequently, a 

Flatten layer reshapes the output into a one-dimensional 

array, facilitating the transition to recurrent layers like LSTM 

(Long Short-Term Memory). LSTM layers play pivotal part 

in capturing temporal dependencies within the sequential 

data, essential for precise delivery time prediction. Following 

the LSTM layers, dense layers contribute by capturing 

complex arrangements and relationships within the data. 

Ultimately, the result layer delivers predictions, typically 

employing a single neuron for regression tasks, yielding 

continuous estimates of delivery time. 

5. RESULTS  

Our proposed CNN-LSTM model was implemented and 

run in laptop with processor Intel(R) Core™ i7-3520 CPU, 

8GB RAM and 64- bit Windows Operating System. 

5.1 Experimental Setup 

The developed food delivery time forecasting model using 

PySpark's machine learning library. The LSTM (Long short 

term memory) model was trained utilizing the Adam 

optimization algorithm, with a size of testing dataset of 0.2. 

The batch size was configured to 32 for a duration of 20 

Epochs. The chosen number of epochs, set to 20, reflects a 

common starting point in neural network training 

methodologies. This selection facilitates iterative learning 

processes over the training data, enabling the model to 

capture intricate patterns inherent within the dataset. 

However, the determination of the optimal epoch count 

necessitates meticulous observation of both training and 

validation performance metrics to mitigate the risk of 

overfitting while maximizing computational efficiency. 
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Adjustments to the epoch count should be made judiciously, 

guided by discernible trends in the training and validation 

loss, with careful consideration afforded to the employment 

of early stopping mechanisms as a safeguard against 

overfitting phenomena. The Test loss graphs of the three 

models are depicted in Fig-5. 

 

Fig-3: Different attributes list 

Fig-4: Distance calculated using Haversian Formula 

 

MSE = 1/𝑛𝛴𝑖=1
𝜂 (𝑦𝑖 − �̂�𝑖)

2 

n represents the total count of data points. 

𝑦𝑖  is the actual target value. 

�̂�𝑖  is the predicted target value. 

Mean Squared Error (MSE) measures the average squared 

difference between actual and predicted values. It's a 

common metric used to evaluate regression models, 

including neural networks. Lower MSE indicates better 

model performance 

Table-1: Comparison of models 

 

Table-1 compares the results of LSTM, CNN, CNN-LSTM     

test loss. 

 

 
Fig-5 model fit of CNN-LSTM 

 

 
Fig-6. Training and Validation loss comparison on models 

The details of the achieved Training and Validation Loss can 

be observed in Figure 5. By comparing the Test loss obtained 

by CNN model, LSTM model and the combined CNN-

LSTM model, it is clear that the Test loss for combined 

CNN-LSTM model is less. Therefore, the used model is 

employed for time prediction. 

6. CONCLUSION 

This paper aimed to tackle the challenges encountered by 

food delivery services in accurately predicting delivery 

times for customers, thereby improving operational 

effectiveness and enhancing customer contentment. 

Through the utilization of advanced methods of Machine 

Learning and data analysis, a forecasting model was created 

utilizing a dataset. The combination of the CNN-LSTM 

model resulted in lower test loss, thus improving prediction 

accuracy. This model has the potential to significantly 
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enhance the entire food delivery process by providing 

precise estimates of delivery times and facilitating efficient 

coordination and route optimization. Proposed work marks 

a significant advancement in optimizing food delivery 

operations, maximizing driver utilization, and improving 

overall operational efficiency within the food delivery 

industry. 
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