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Abstract—Agriculture is a cornerstone of global food security, 
but it is vulnerable to unpredictable environmental conditions 
and fluctuating market prices. This project focuses on developing 
an advanced system for forecasting agricultural yields and 
market prices using machine learning algorithms. By integrating 
data from various sources, such as historical weather patterns, 
soil quality metrics, and crop production records, the system 
aims to provide accurate predictions. These insights will assist 
farmers and policymakers in optimizing agricultural practices 
and making informed decisions, ultimately enhancing productiv- 
ity and economic stability. The project contributes to the growing 
field of agricultural technology, addressing challenges related to 
food security and sustainable farming practices in the face of 
environmental and market uncertainties. 

Index Terms—Agricultural Forecasting, Machine Learning, 
Crop Yield Prediction, Market Price Prediction, Data Integration, 
Predictive Modeling, Sustainability 

 

I. INTRODUCTION 

Agriculture plays a pivotal role in the global economy 

and is integral to ensuring food security. However, the agri- 

cultural sector is vulnerable to several unpredictable factors 

such as environmental conditions, fluctuating market prices, 

and soil variability, which significantly affect crop production 

and profitability. For countries like India, where agriculture 

sustains a large portion of the population, the ability to forecast 

agricultural yields and market prices is crucial to mitigating 

risks and optimizing resource allocation. 

Advancements in Artificial Intelligence (AI) and Machine 

Learning (ML) have transformed many industries, and agricul- 

ture is no exception. AI-powered models offer the potential to 

analyze vast amounts of agricultural data, including historical 

weather records, soil characteristics, and market trends, to 

provide predictive insights that can support decision-making 

for farmers, traders, and policymakers. While countries like 

the United States, Canada, and Australia have made significant 

strides in developing AI-based agricultural forecasting models, 

the diverse and unique agricultural landscape of India requires 

tailored solutions that can account for the country’s specific 

climate, soil types, and crop patterns. 

 

Fig. 1. Factors affecting on forecasting agricultural yields and prices. 

 

A. Weather Conditions: 

Weather is a critical factor in crop production, directly 

impacting plant growth and development. Temperature influ- 

ences the rate at which plants perform essential processes 

like photosynthesis and respiration, with each crop having an 

optimal temperature range for maximum growth. Precipitation 

provides the necessary water for plants, enabling hydration 

and nutrient absorption from the soil, but too much or too 

little can lead to poor yields. Humidity also plays a significant 

role by affecting how plants transpire and their susceptibility 

to diseases. High humidity can foster the growth of harmful 

fungi, while low humidity might cause plants to lose water 

and hinder their growth. 

B. Soil Characteristics: 

The quality and properties of soil are fundamental to how 

well crops can grow. Soil type dictates water retention and 

nutrient availability, with different soils offering various levels 

of support for plant growth. For example, sandy soils drain 

http://www.ijsrem.com/
mailto:shashilohar21@gmail.com
mailto:sakshipatil2061@gmail.com
mailto:prathmeshpawaru@gmail.com
mailto:akshatarahinj2707@gmail.com
mailto:krurane@pict.edu


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                        Volume: 09 Issue: 03 | March - 2025                              SJIF Rating: 8.586                                              ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM42991                                    |        Page 2 
 

quickly, while clay soils hold moisture. The pH level of soil 

influences which nutrients are available for plant uptake, and 

maintaining a balanced pH is important for nutrient absorption. 

Moreover, organic matter enriches the soil by improving 

its structure, water-holding capacity, and fertility, creating a 

better environment for plant roots and beneficial organisms, 

ultimately leading to higher crop productivity. 

C. Crop Management Practices: 

Successful crop management is essential for optimizing 

yields and maintaining soil health. Proper fertilization replen- 

ishes nutrients that might be depleted in the soil, and choosing 

the right type and amount of fertilizers can significantly 

enhance plant growth. Efficient irrigation systems ensure crops 

receive adequate water, especially in areas with irregular rain- 

fall, reducing the risk of water stress. Additionally, effective 

pest and disease control strategies are crucial to minimize crop 

losses. Techniques like pesticide application, crop rotation, and 

integrated pest management help protect plants from damage, 

promoting healthier and more productive crops. 

D. Genetic Factors: 

The genetic traits of crops largely determine their growth 

potential and resilience. Different crop varieties come with 

unique genetic features that affect their ability to yield, resist 

diseases, and adapt to environmental conditions. Advances 

in breeding practices have led to the creation of high-yield, 

disease-resistant, and drought-tolerant crops. By focusing on 

the selection and development of these improved varieties, 

farmers can achieve better yields even under challenging 

conditions. This makes genetic improvements a cornerstone 

of modern agriculture, supporting sustainable crop production 

and enhancing food security. 

The success of AI models in forecasting agricultural yields 

and prices depends heavily on the quality and quantity of 

available data. Integrating data from multiple sources, such as 

satellite imagery, meteorological data, and agricultural surveys, 

can help build more accurate and reliable predictive models. 

However, the challenge lies in obtaining and standardizing this 

data, especially in regions where agricultural data collection 

is limited. 

This project aims to address these challenges by developing 

a machine learning-based system that forecasts agricultural 

yields and market prices. The system will analyze various 

data sources to generate predictions, helping stakeholders 

optimize crop management practices, plan harvests, and better 

understand market trends. 

II. RELATED WORK 

In a study [1] focused on predicting crop yield in India, 

the authors employed various machine learning models, in- 

cluding artificial neural networks (ANN), logistic regression, 

generalized linear models, linear discriminant analysis (LDA), 

support vector machine (SVM), and Gradient Boosting Tree. 

The datasets used include current daily commodity prices from 

various markets (Mandi), district-wise queries from the Kisan 

Call Centre (KCC), and crop-specific data such as irrigated 

area and market arrivals. The study highlighted the limitations 

of simplistic linear methods, advocating for ensemble ap- 

proaches that synthesize multiple models to improve crop yield 

predictions, considering India’s diverse agricultural conditions. 

In a study [2] on crop yield prediction, Morales-Villalobos 

et al. explored the effect of various machine learning mod- 

els—regularized linear models, random forest, and artificial 

neural networks—on predicting yields for sunflower and wheat 

in five regions of Spain. The dataset, named data-manuscript- 

morales-villalobos, was generated from biophysical crop mod- 

els (OilcropSun and Ceres-Wheat) using simulations of farm- 

level data (2001–2020). The Random Forest model outper- 

formed neural networks and linear models, showing a Root 

Mean Square Error (RMSE) of 35–38percent. However, pre- 

dictions had limited improvement over baseline averages, 

emphasizing the need for caution when applying machine 

learning for yield forecasting. In a study [3] on crop yield 

prediction for Maharashtra, researchers used machine learning 

models such as ANN, SVM, KNN, Decision Tree, Random 

Forest, GBDT, and Regularized Greedy Forest, with a focus on 

the Random Forest algorithm for regional yield prediction. The 

dataset used was the Horticulture Area Production Yield and 

Value for Spice Crop, incorporating five climatic parameters. 

The model was trained using 20 decision trees, achieving an 

accuracy of 87percent. A 10-fold cross-validation technique 

improved model reliability. This research underscores the ef- 

fectiveness of machine learning in forecasting crop yields and 

informs similar efforts in predicting yields and market prices. 

In another study [4] on crop production prediction, the authors 

utilized the Random Forest algorithm to estimate yields based 

on various attributes such as state, district, crop year, season, 

crop type, area, and production. The dataset incorporated his- 

torical data to predict crop yields more accurately, addressing 

challenges like weather, water availability, and soil quality. The 

model aimed to assist farmers in making informed cultivation 

decisions. By leveraging machine learning techniques, this 

study emphasizes the importance of predictive analytics in 

agriculture, with improved model evaluation parameters like 

accuracy and precision driving the results. In a study [5] 

focused on crop yield prediction, machine learning models 

such as Back Propagation Neural Network (BPNN), Support 

Vector Machine (SVM), and General Regression Neural Net- 

work (GRNN) were employed. The dataset, collected from 

various agricultural departments and meteorological centers 

in Tamil Nadu, included attributes like rainfall, evapotran- 

spiration, precipitation, temperature, and fertilizer use over 

an 18-year period. The GRNN model outperformed others, 

achieving a 97percent accuracy (R² = 0.97) with a normal- 

ized mean square error of 0.03, highlighting its efficacy in 

predicting crop yields across diverse geographical fields.This 

paper [6] reviews the integration of machine learning and 

statistical techniques for crop yield prediction, highlighting 

the importance of data-driven approaches in agriculture. It 

evaluates models such as Bayesian spatial generalized linear 

models, regression analysis, and machine learning algorithms 
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(e.g., Random Forest, XGBoost) using diverse datasets from 

government and meteorological sources. Key performance 

metrics, including accuracy, recall, precision, and F-score, 

are discussed to assess predictive capabilities. The findings 

show that hybrid models combining optimization techniques 

with machine learning improve prediction accuracy, supporting 

better decision-making in agriculture. The research emphasizes 

the need for advanced analytics to tackle food security and 

sustainability challenges. 

This study [7] applied various machine learning models, in- 

cluding Generalized Neural Network (GRNN), Support Vector 

Regression (SVR), Random Forest (RF), Gradient Boosting 

Machine (GBM), and ARIMA, to predict the daily wholesale 

price of brinjal in 17 markets across Odisha, India. Using 

data from 1st January 2015 to 31st May 2021, collected from 

AGMARKNET, the GRNN model outperformed the other 

models in terms of accuracy. The research highlights the po- 

tential of advanced neural networks in improving agricultural 

price forecasting, which can help stakeholders make informed 

market decisions.This paper [8] explores price forecasting 

for essential crops—Tomato, Onion, and Potato (TOP)—in 

major Indian markets by integrating both price data and 

exogenous variables like weather conditions (precipitation and 

temperature). The study compares deep learning models with 

traditional methods like ARIMAX and MLR, as well as 

machine learning algorithms such as ANN, SVR, RFR, and 

XGBoost. Using data from AGMARKNET and weather data 

from NASA POWER, the research finds that including weather 

variables improves prediction accuracy. The study suggests 

future research could explore the influence of additional exoge- 

nous factors like news data and social media trends on price 

forecasting. This study [9] developed a Crop Price Prediction 

System using Decision Tree Regression and Random Forest 

Regression, analyzing historical crop price data sourced from 

data.gov.in. By incorporating additional input features such as 

meteorological parameters and socio-economic indicators, the 

models achieved an overall accuracy of 95percent, with a peak 

performance of 97.25percent for certain months. The system 

aims to aid agricultural decision-making by providing reliable 

crop price forecasts. The authors suggest that future work 

should focus on enhancing model robustness, incorporating 

real-time data, and addressing regional variations to further 

improve prediction accuracy. This paper [10] introduces the 

Interaction Regression Model for predicting crop yields, par- 

ticularly focusing on corn and soybean in three Midwest U.S. 

states: Illinois, Indiana, and Iowa. The model integrates opti- 

mization, machine learning, and agronomic insights, achieving 

a relative root mean square error of 8percent or less, outper- 

forming several state-of-the-art machine learning algorithms. It 

identifies key environment-management interactions that affect 

crop yields, offering both predictive accuracy and explainable 

insights. By dissecting yield contributions from weather, soil, 

and management interactions, the model provides agronomists 

with valuable tools to optimize crop yields based on spe- 

cific environmental conditions. This paper [11] presents a 

deep learning framework combining Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs) to 

predict corn and soybean yields across 13 states in the U.S. 

Corn Belt. Using environmental and management data from 

1980 to 2018, the CNN-RNN model achieved a root-mean- 

square-error (RMSE) of 9percent and 8percent of the average 

yields, outperforming methods like Random Forest (RF), Deep 

Fully Connected Neural Networks (DFNN), and LASSO. The 

model effectively captures time dependencies in environmental 

factors and generalizes predictions across untested environ- 

ments without significant accuracy loss. It also reveals how 

weather, soil, and management practices explain variations 

in crop yields, offering potential for broader application in 

crop yield studies. The deep neural network (DNN) model 

used in this [12] study predicts maize yield using a dataset 

from the 2018 Syngenta Crop Challenge, taking into account 

genotype, environmental factors, and their interactions. The 

model outperformed previous techniques including LASSO, 

shallow neural networks (SNN), and regression trees (RT) and 

obtained a root-mean-square-error (RMSE) of 12percent using 

projected weather data. Feature selection decreased the com- 

plexity of the input space without appreciably compromising 

accuracy. The study showed that weather and soil conditions, 

among other environmental factors, had a bigger influence on 

yield estimates than genotype, underscoring the significance 

of environmental data in agricultural forecasting. In this [13] 

study, a hybrid model combining LSTM-RNN (Long Short- 

Term Memory - Recurrent Neural Network) and Temporal 

Convolutional Network (TCN) is proposed to predict future 

crop yields. The model processes historical crop yield data 

and greenhouse environmental parameters (e.g., CO concen- 

tration, temperature, humidity) to capture complex temporal 

dependencies. By integrating the temporal pattern recognition 

capabilities of LSTM-RNN and TCN, the approach achieves 

superior accuracy compared to traditional machine learning 

and deep learning models. The experimental results demon- 

strate the hybrid model’s effectiveness, achieving the lowest 

mean RMSE across various datasets for greenhouse crop yield 

prediction.The study of this paper [14] employed a combina- 

tion of Random Forest (RF), XGBoost, CNN, and a CNN- 

LSTM-Attention model for crop yield prediction, focusing 

on data from the critical months of July and August. After 

performing Exploratory Data Analysis and refining feature 

selection through correlation analysis and Variance Inflation 

Factor (VIF), RF and XGBoost were used to handle non- 

linear relationships. A CNN model was utilized for extracting 

spatial and temporal features, while the CNN-LSTM-Attention 

model captured deeper temporal dependencies, highlighting 

key features through attention mechanisms. Model perfor- 

mance was evaluated on data from 2014-2019, with validation 

on 2020 data, using metrics like R², RMSE, and MAPE, 

confirming robust and accurate yield forecasts.This paper 

[15] explores the use of Random Forest (RF) and Temporal 

Convolutional Networks (TCN) for crop yield prediction based 

on satellite data. RF, implemented as a baseline, utilized 

500 decision trees to enhance prediction accuracy, leveraging 

ensemble learning through random feature sampling at each 
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split. In contrast, TCN was designed to manage sequential 

data, employing dilated causal convolutions to capture tem- 

poral dependencies. Both models were trained separately for 

each crop type, using a two-year training set and one-year 

testing set. Cross-validation over multiple runs highlighted 

the models’ effectiveness in predicting crop yields at various 

stages of the growing season.This paper [16] presents a 

comprehensive methodology for crop price prediction using 

several machine learning models, including Linear Regression, 

Decision Trees, Random Forest, Support Vector Machines 

(SVM), and Gradient Boosting Machines (GBM). The process 

begins with data collection from sources like Kaggle, followed 

by preprocessing steps to handle missing values and prepare 

the dataset. The models are then trained using the train test 

split method, with their performance evaluated through metrics 

such as accuracy, precision, recall, and F1-score. The research 

highlights the system’s effectiveness in predicting crop price 

movements and concludes by discussing future directions for 

enhancing the models’ accuracy and practical application in 

agricultural pricing.This paper [17] describes a crop price 

prediction website that employs Decision Tree Regression 

and Random Forest Regression models to provide accurate 

forecasts. The Decision Tree Regression method partitions the 

dataset into leaf nodes based on binary decisions, calculating 

the average crop price within each node to uncover pricing 

trends. In contrast, Random Forest Regression enhances pre- 

diction accuracy through ensemble learning, constructing mul- 

tiple decision trees from random data subsets and averaging 

their outputs. This combined approach effectively addresses 

complex, non-linear relationships within the data, utilizing 

historical rainfall and wholesale price data to offer farmers 

valuable insights for crop selection and financial planning 

over the next year. The models are trained and evaluated 

using a 70/30 dataset split, ensuring robust performance 

and the capability for timely updates as new data becomes 

available.The [18] proposed methodology for predicting daily 

agricultural market prices in India integrates a 1-Dimensional 

Convolutional Neural Network (1D CNN) and a Graph Neural 

Network (GNN) to enhance prediction accuracy. Utilizing data 

from the Directorate of Marketing Inspection, the model 

focuses on daily price and arrival information for crops such 

as tomatoes and potatoes. The 1D CNN effectively captures 

temporal changes in weather features, producing compact 

embeddings that are further processed through fully connected 

layers for refinement. Simultaneously, the GNN constructs 

a graph representation where each vertex signifies a mandi, 

with edges reflecting geographic proximity within a 200 km 

radius. This structure facilitates tailored predictions based on 

crop-specific data availability and needs, addressing challenges 

related to data sparsity and geographical relationships. Overall, 

this innovative approach significantly improves the accuracy 

of agricultural market price predictions. 

III. METHODOLOGY 

The methodology for forecasting agricultural yields and 

prices is explained in the flowchart below. The process in- 

volves data preprocessing, feature selection, and model appli- 

cation. 

 

 
Fig. 2. Overview of the methodology for forecasting agricultural yields and 
prices. 

 

 

A. Data Collection 

The initial step involves collecting a comprehensive crop 

dataset, which is a critical foundation for the entire prediction 

process. The data can come from various sources, includ- 

ing government agricultural departments, weather monitoring 

agencies, and online repositories. In this case, datasets may 

include attributes such as state name, district name, crop year, 

season, crop type, area, production, and price. These features 

serve as the basis for predicting future crop yields and prices. 

B. Data Preprocessing 

Once the dataset is collected, it undergoes preprocessing to 

ensure quality and consistency. This step involves: 

• Data Cleaning: Removal of missing, duplicate, or irrel- 

evant entries. Cleaning ensures that the data is complete 

and ready for accurate analysis. In the context of agricul- 

tural data, this may involve correcting erroneous values 

or filling in missing information. 

• Data Reduction: This step is crucial to eliminate re- 

dundant or less significant data features, allowing for 

better computational efficiency and improved model per- 

formance. By reducing the dimensionality of the dataset, 

the model can focus on the most relevant attributes for 

crop yield and price prediction. 

• Data Normalization: Standardization of features to en- 

sure that all attributes are on the same scale. In crop- 

related datasets, values like area and production can vary 

widely. Normalizing them helps machine learning models 

interpret the data more effectively. 

C. Feature Selection 

After preprocessing, significant features are selected for 

model training. Important attributes in crop yield and price 

prediction include: 

• State Name: The geographical region, which impacts 

climate and soil conditions. 

http://www.ijsrem.com/
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• District Name: A more granular location detail, as 

districts can have varying agricultural practices. 

• Crop Year: The specific year of cultivation, as trends 

and climate conditions vary yearly. 

• Season: Crops are seasonal, and the season directly 

affects yield and price. 

• Crop: The type of crop, as different crops respond 

differently to climate, soil, and market conditions. 

• Area: The total area under cultivation, which is directly 

proportional to production levels. 

• Production: The historical production volume, which 

serves as a key input for future yield estimation. 

• Price: The historical market price of crops, used to 

predict future price trends. 

D. Model Selection 

The selected features are used to train machine learning 

models for predictive analysis. In this system, ARIMA (Au- 

toRegressive Integrated Moving Average), RNN (Recurrent 

Neural Networks), and LSTM (Long Short-Term Memory) 

are utilized due to their strong performance in time series 

forecasting and handling sequential data like crop yields 

and market prices. These models can capture the temporal 

dependencies in crop production and pricing data. 

E. Training and Testing 

The training and testing sets are the two halves of the 

dataset. 

• Training: The training data is used to fit the models. The 

machine learning algorithms learn from historical trends, 

patterns, and relationships between variables such as area, 

season, and crop type. 

• Testing: The testing data is kept aside to evaluate the per- 

formance of the trained models. This helps in measuring 

the model’s ability to generalize to unseen data, which is 

critical in making accurate predictions for the future. 

F. Prediction and Analysis 

After training and testing, the model generates predictions 

on crop yields and market prices. These predictions are 

analyzed to determine their accuracy and reliability. Various 

metrics such as Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and R-squared are used to assess 

the performance of the models. Based on the analysis, these 

predictions can provide valuable insights for farmers and pol- 

icymakers, enabling them to make informed decisions about 

crop management, pricing, and resource allocation. 

IV. DISCUSSION 

The application of advanced predictive analytics in agricul- 

ture plays a crucial role in enhancing crop yield and price 

forecasting. By leveraging historical data on weather patterns, 

market trends, and crop performance, stakeholders can gain 

valuable insights into future outcomes. This data-driven ap- 

proach enables farmers to make informed decisions regarding 

crop selection, resource allocation, and planting schedules. 

 

Feature Description Importance in Prediction 

State Name Name of the state where the crop 
is grown 

Influences climate conditions, soil 
type, and regional agricultural 
practices 

District Name Specific district within the state Captures local variations in crop 
yields due to microclimates and 
farming methods 

Crop Year The year when the crop was grown Temporal aspect that helps in trend 
analysis and recognizing year-to- 
year changes 

Season Season of the crop production (e.g., 
Rabi, Kharif) 

Seasonal effects influence crop 
growth and yield patterns 

Crop The type of crop (e.g., wheat, rice, 
maize) 

Different crops have different re- 
sponses to environmental and mar- 
ket conditions 

Area Total area under cultivation for the 
crop (in hectares) 

Larger areas tend to produce more 
yield, directly affecting total pro- 
duction 

Production The historical production volume 
(in tons) 

Used as a key factor for forecasting 
future crop yields 

Price Historical market price for the crop 
(in INR per ton) 

Predicts future price trends based 
on supply, demand, and external 
market factors 

TABLE I 
KEY FEATURES FOR CROP YIELD AND PRICE PREDICTION 

 

 

 

 

Furthermore, accurate predictions can aid policymakers in 

formulating strategies to stabilize markets and ensure food 

security. As the agricultural landscape evolves, integrating 

innovative analytical techniques will be essential for adapting 

to changing environmental conditions and market dynamics, 

ultimately fostering sustainable agricultural practices. 

V. CONCLUSION AND FUTURE SCOPE 

In conclusion, the effective prediction of crop yield and 

pricing is crucial for enhancing agricultural productivity and 

ensuring food security. Future research should focus on inte- 

grating IoT and remote sensing for real-time data collection, 

employing advanced machine learning techniques, and analyz- 

ing socio-economic factors to refine predictive models. Ad- 

ditionally, developing user-friendly decision support systems 

tailored to local conditions will empower farmers to make 

informed decisions. Emphasizing climate change adaptation, 

fostering collaboration among stakeholders, and promoting ed- 

ucation on data-driven practices will further advance the field, 

ultimately leading to more sustainable agricultural practices 

and improved market stability. 
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