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Abstract 

The prospect of adequate rainfall is a matter of concern for agricultural and environmental practitioners and 

policy makers. In this context, time series modeling and forecasting is being used to support these applications 

in forecasting rainfall patterns. The aim of this study is to make use of a well-used time series model ARIMA 

in forecasting annual rainfall in Uttar Pradesh (West) sub division, by making use of historical data of over 

100 years (from 1901-2015). The data thus collected is transformed into a suitable model using R software, 

and it was found that ARIMA (0,1,3) is a model suitable for the given data set. As such, this model was used 

to forecast the pattern of annual rainfall in the region for twenty years (2016-2035) – which can be used in 

further research and policy making purposes. Also, the study theoretically notes the concepts of AR, MA, 

ARMA and SARIMA – where and how do we use them 
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Introduction 

The prediction of the future courses of meteorological quantities on the basis of historical time series is a 

significant base for several fields – especially agricultural production and the related policy dynamics. This is 

especially true for rainfall as the crop production is highly determined by the relative changes in it. Obvious 

climatic changes aside, rainfall as an input in productivity can be forecasted – rather easily – by the time series 

models that make use of historical data, of the past patterns in that data to forecast the future occurrences. 

Time series is observation of a variable at discrete points of time (usually equals spaced) that is measured and 

sorted according to time (Chatfield, 2001). This technique is used to explain data using statistical and graphical 

methods, to select the best statistical models to explain the data generating process, to predict the future 

amounts of a series and controlling a given process (Radhakrishnan and Dinesh, 2006). Several methods are 
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used in rainfall forecasting using time series– including regression analysis, exponential smoothing and auto-

regressive integrated moving average (ARIMA). This paper especially deals with ARIMA – one of the well-

known linear models for time series modeling and predicting (Mirzavand and Ghazavi, 2015). It is a synthesis 

of the Autoregressive and Moving Average models; the details of which will be dealt in detail. 

Several other models are also available for rainfall forecasting. Selecting a suitable technique for modeling a 

phenomenon depends on various factors such as data accuracy, time, cost, ease of use of the model’s results, 

interpretation of results, etc. (Mondal and Wasimi, 2007). Several researches have already supported and were 

successful in predicting various environmental and weather-related parameters by using ARIMA model.  

 

Theoretical Framework  

Generally, the models for time series data can have different forms and represent different non-deterministic 

processes (Sokolnikov, 2013). Most modeling of time series like AR, MA and ARMA models have linear 

bases (Mirzavand & Ghazavi, 2015). In this research, we make use of ARIMA – a synthesis of AR and MA 

with an integrating difference factor.  

Autoregressive Model (AR): In an autoregression model, we forecast the variable of interest using a linear 

combination of past values of the variable. The term autoregression indicates that it is a regression of the 

variable against itself.  

The equation for an AR model of order p is: 

𝑌𝑡 =  𝛿 +  𝜑1𝑌𝑡 − 1 +  𝜑2𝑌𝑡 − 2 +  𝜑3𝑌𝑡 − 3 +  ⋯ . . +𝜑𝑝𝑌𝑡 − 𝑝 +  𝜀𝑝 

Moving Average (MA): Moving averages are a simple and common type of smoothing used in time series 

analysis and time series forecasting. They are the covariance stationary that can be used for a wide variety of 

autocorrelation patterns.  Mean of an MA process is constantly zero. 

Moving Average model can be expressed as: 

𝑌𝑡 =  𝛼₁ ∗  Ɛₜ − ₁ +  𝛼₂ ∗  Ɛₜ − ₂ +  𝛼₃ ∗  Ɛₜ − ₃ +  … … … … +  𝛼ₖ ∗  Ɛₜ − ₖ 

Autoregressive Moving Average (ARMA): This is a model that is combined from the AR and MA models. 

ARMA models form a type of linear models which are widely applicable and parsimonious in 

parameterization. 
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Here β represents the coefficients of the AR model and α represents the coefficients of the MA model. 

 

Yt = β₁* yₜ-₁ + α₁* Ɛₜ-₁ + β₂* yₜ-₂ + α₂ * Ɛₜ-₂ + β₃ * yₜ-₃ + α₃ * Ɛₜ-₃ +… + βₖ * yₜ-ₖ + αₖ * Ɛₜ-ₖ 

 

 

 

Autoregressive Integrated Moving Average (ARIMA): ARIMA model is a generalization of a simple 

autoregressive moving average. 

The ARIMA model is quite similar to the ARMA model other than the fact that it includes one more factor 

known as integrated differencing step, i.e., removing the seasonal and trend components. ARIMA models have 

originated from the synthesis of AR and MA models. ARIMA model is generally denoted as ARIMA(p, d, q) 

and parameter p, d, q are defined as follow: 

- p: the lag order or the number of time lag of autoregressive model AR(p) 

- d: degree of differencing or the number of times the data have had subtracted with past value 

- q: the order of moving average model MA(q) 
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Seasonal Autoregressive Integrated Moving Average (SARIMA): In ARIMA, the future amount of a parameter 

is assumed to be a linear function of past observations and random errors. A SARIMA model can be explained 

as ARIMA (p, d, q) (P, D, Q)s, where (p, d, q) is the non-seasonal component of the model and (P, D, Q)s is 

the seasonal component of the model.  

Here, p is the order of non-seasonal autoregressive, d is the number of regular differencing, q is the order of 

nonseasonal Moving Average. Also, P is the order of seasonal autoregression, D is the number of seasonal 

differencing, Q is the order of seasonal Moving Average, and s is the length of season. Thus, by introducing 

three more hyperparameters, SARIMA encompasses in itself both trend and seasonality components. 

 

Review of Literature 

As mentioned earlier, the techniques of  time series modeling, especially ARIMA, was extensively used in 

research related to weather forecasting.  

In his bestselling work “Time Series Forecasting” (2001), Chatfield defined time series as a set of observations 

measured sequentially through time. He said that description, modeling, forecasting and control are the 

objectives of any time series analysis – the process we follow in the course of this paper. Describing time 

series as a similar process, Radhakrishnan & Dinesh (2006) implemented an alternative approach of barcode 

scan to analyze rainfall behavior in Malaysia. 
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A study by Hazarika, et.al. (2016) to forecast the pattern of monthly rainfall in Assam used the Box-Jenkins 

method of ARIMA and SARIMA in three phases in R software– data preparation and model selection, 

estimation and diagnosis, followed by forecasting. Our study follows a similar pattern too. Murat, et.al. (2018) 

also used ARIMA to get sensible forecasts of meteorological data daily air temperature and precipitation in R. 

Several studies, however, did a comparative analysis of the time series models to find a best one for forecasting 

the future behavior of variables. Of them were researches by Mirzavand & Ghazvi (2015) who found AR 

model best for predicting groundwater level in Iran; who concluded that combining time series models have 

an advantage in terms of groundwater level forecasting. Dastorani et. al (2016) also assessed several models 

to forecast monthly rainfall, only to find MA model showed the best performance for the data (33%). Besides, 

Bang et.al (2019) predicted crop yield in India by means of temperature and rainfall parameters using ARMA, 

SARIMA and ARMAX models. 

 

Data Analysis 

For this study, the time series data of the annual rainfall (in mm) in Uttar Pradesh (West) sub-division from 

1901-2015 is sourced and extracted from the Indian Meteorological Department. The huge dataset consisted 

of monthly, seasonal and annual rainfall figures of all the divisions in the country in the said time-period. 

After importing the data into R, the first step in the process is converting the available data into time series 

format using 𝑡𝑠() function, which is used to create a time-series object. Since it is an annual data starting from 

1901, we set the frequency as 1. When checked using 𝑐𝑙𝑎𝑠𝑠 and 𝑝𝑙𝑜𝑡 functions, the time series data was 

confirmed for further analysis. 
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Two packages namely 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 and 𝑡𝑠𝑒𝑟𝑖𝑒𝑠 were imported into R which provides methods and tools for 

displaying and analyzing univariate time series forecasts including exponential smoothing via state space 

models and automatic ARIMA modeling. 𝑡𝑠𝑒𝑟𝑖𝑒𝑠 is especially used in computational finance. Then, we run 

the autocorrelation function (ACF) and partial autocorrelation function (PACF) plots  on the obtained time 

series data. Then, we also check for stationarity of the series using the augmented Dickey-Fuller test 

(𝑎𝑑𝑓. 𝑡𝑒𝑠𝑡). 
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Later, 𝑎𝑢𝑡𝑜. 𝑎𝑟𝑖𝑚𝑎 function is used – that combines unit root tests, minimisation of the Akaike Information 

Criterion (AIC) and Maximum Likelihood Estimation (MLE) – to obtain a best ARIMA model. This best 

model is then used to fit the processed time series data. The ACF and PACF plots of the fitted model can be 

obtained. 

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 05 | May - 2023                         SJIF 2023: 8.176                                       ISSN: 2582-3930                     

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM22069                               |        Page 8 

 

 

This ARIMA model of the obtained time series can be used for forecasting. For that, generic 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 

function is used with a confidence level of 95%, to forecast the rainfall variable for the next 20 years (in 𝑙𝑒𝑣𝑒𝑙, 

𝑐 is the confidence interval and ℎ is the number of periods for forecasting). This forecast can be plotted using 

𝑝𝑙𝑜𝑡 function. Then, we compute the Box--Pierce or Ljung--Box test statistic using 𝑏𝑜𝑥. 𝑡𝑒𝑠𝑡 for examining 

the null hypothesis of independence in the time series. For different values of lag in the function, we validate 

our forecasts using the null and alternative hypothesis of the Box-Ljung test. 
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Results & Conclusion 

The aim of this study was to forecast the pattern of rainfall in Uttar Pradesh (West) sub division from the 

historical data of over 100 years using the time series model of ARIMA. After the data was converted suitable 

for time series analysis, we checked for stationarity assumption using Dickey-Fuller test. Upon confirmation 

of stationarity in the data, we looked for a best fit model of ARIMA which was used to fit in our series. We 

then proceeded to forecast the rainfall pattern for the next 20 years and plotted it. Later, we validated our best-

fit ARIMA model. 

The forecasts thus obtained from ARIMA (0,1,3) model give us an idea of expected rainfall in the region 

during 2016-2035. However, the plot reveals a flat line after a certain point. This doesn’t necessarily mean 

that the forecast is wrong – it indicates that there is no trend/ seasonality present in the data. Since the forecast 

of the future observation in the time series is conditional on the past observations, a flat line means that the 

forecast is showing mean rainfall. It is possible that we can force seasonality in the ARIMA model 

(theoretically: by making it a SARIMA) to get a better forecast for rain patterns. 

Although the chosen model could not get the exact forecast for rainfall in Uttar Pradesh (West), it can give us 

information that helps to establish strategies for proper planning of agriculture or can be used as a supplemental 

tool for environmental planning and decision-making. 
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