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ABSTRACT 

In this paper, a general term for both fraud and theft committed with or while using a credit card for payment 

is "credit card fraud." In light of the daily increase in scammers, numerous different types of fraud are 

committed using credit cards. In order to address this issue, numerous methods like logistic regression, 

decision trees, KNN, and Naive Bayes algorithms are used. Various options are considered for this 

transaction, and the best one is implemented. Filtering out the above-mentioned tactics is done mostly to 

achieve the goal of detecting fraud and producing better results. Credit card fraud has increased due to the 

growing popularity of using credit cards for online purchases. The problem has been addressed through the 

use of machine learning algorithms to identify fraudulent transactions made with credit cards. In this paper, 

suggesting a system for detecting credit card fraud that employs machine learning techniques to distinguish 

between legitimate and fraudulent transactions. In order to examine previous transaction data and spot 

trends that point to fraudulent activity, the proposed system combines both supervised and unsupervised 

methods of learning. Additionally combining the developed machine learning methods with a web-based 

platform to deliver an intuitive user interface for immediate form of fraud detection. The test findings 
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demonstrate that the suggested framework detects fraudulent transactions with a high degree of accuracy 

and with a minimal amount of false positives. 

Keywords: Fraud Detection, Credit Card, Decision Tree, Logistic Regression, KNN, Naïve-Bayes, 

Streamlit, MLP, Accuracy, Precision, Macro average, Weighted average. 

1. INTRODUCTION 

The consumers and financial organisations are 

equally impacted by the severe issue of credit card 

theft. Fraudulent actions can harm the credibility 

of the financial company as well as result in 

significant monetary losses for both parties. In 

order to promptly identify forged transactions and 

reduce losses, it is necessary to design successful 

and effective fraud detection systems. Credit card 

fraud has been successfully identified using 

machine learning techniques. These methods 

entail building a model from a dataset of 

confirmed illegal and fraudulent transactions, 

then using the model to forecast the likelihood of 

fraud for new transactions. In comparison to 

conventional rule-based systems, the application 

of techniques based on machine learning in the 

identification of fraud in credit cards has a number 

of benefits and irregularities in massive datasets 

that human analysts could miss. In contrast to 

rule-based systems, which need manual updates 

to be successful, they are also able to adjust to a 

new fraud patterns as they appear. In this regard, 

the project's goal is to look into how well different 

machine learning approaches work to identify 

credit card fraud. In order to determine which 

method is most efficient, the research will 

examine multiple datasets and use a variety of 

preprocessing strategies, feature selection 

techniques, and modelling algorithms.[1,2]  

 

2. OBJECTIVES 

The objectives that come across in fraud detection 

of credit cards are: (a) To identify and foresee the 

outcome of unauthorised credit card activity. (b) 

Analyse a few effective machine learning 

algorithms, identify the one with the best 

accuracy, and suggest a model. (c) Add a machine 

learning model to the web-based framework for 

better user interface and user experience. (d) Find 

pertinent dataset features that can aid in the 

detection of fraud. Identify relevant attributes that 

capture the patterns and traits of fraudulent 

transactions by extracting and engineering them. 

(e) Create a system that can process incoming 

transactions made with credit cards in real-time 

and identify whether they are counterfeit or 

genuine using the used machine learning models 

[2]. 

 

3. METHODOLOGY 

3.1 Existing methods 

In the current system, research on an instance 

involving detecting credit card fraud, where data 

normalisation was used before cluster analysis, 

and with outcomes obtained through the use of 

clustering and neural networks based on fraud 

detection, demonstrated that by accumulating 

qualities, neuronal activity inputs can be 

minimised. Additionally, normalised data should 

be used, and MLP training is recommended [3]. 

This study was built on unsupervised learning. 

http://www.ijsrem.com/
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Finding innovative strategies for identifying 

fraudulent activity and improving the accuracy of 

outcomes were the two main purposes of this 

article. Personal information in the data set used 

for this study is kept isolated and it is based on the 

real transactional figures collected by a major 

European corporation. The algorithm typically 

has a 50% accuracy rate. Discovering an 

algorithm and dropping the cost measure were the 

two main purposes of this paper. The result was 

23%, and the chosen algorithm had the lowest 

risk. [2,3].  

Disadvantages 

 1. The gains and losses attributable to fraud 

detection are adequately represented in this study 

by a novel collative comparison metric. 

 2. The suggested cost measure is used to offer a 

cost-sensitive strategy centred around Bayes 

minimum risk. 

3.2 Proposed method 

Proposing a model in the system that is being 

suggested here to identify fraud behaviour in 

transactions with credit cards. The bulk of 

essential characteristics which are required to 

distinguish between legitimate and illegal 

transactions may be offered by this method. With 

the development of technology, it becomes more 

difficult to identify the idea and pattern of faked 

transactions. The advancement of artificial 

intelligence (AI), machine learning, and other   

relevant information technology disciplines has 

made it possible to automate this process and 

minimise part of the intense labour that is 

necessary to detect credit card fraud [4]. Teo 

identify credit card fraud. To discover which 

machine learning algorithm is best, comparisons 

are made between many algorithms, including 

random forests, decision trees, logistic regression,  

and Naive Bayes. Determine the best algorithm 

that credit card merchants can use to identify 

fraudulent transactions. Finally, integrating the 

machine learning model with the web based 

framework using streamlit, it is a web based 

framework for better user interface and user 

experience. Then creating menus, inputs fields for 

prediction, classification reports and display 

model graph in the web framework [5].

Fig.1.  Architecture   

http://www.ijsrem.com/
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4. MODULES 

Data collection is the first stage of the research; 

the data being gathered consists of a number of 

actions, some of which are genuine and others of 

which are fraudulent. The project's data collection 

phase is the initial stage; this dataset consists of a 

number of operations, some of which are genuine 

and others of which are fraudulent. The first stage 

of the project is data collection; this dataset 

consists of a number of operations, several of 

which are genuine and others of which are 

fraudulent. Credit Card Dataset  using the Kaggle 

website as source, may access a credit card 

payment information set. This process of the 

dataset: In this module, selected data is prepared, 

cleaned up, and sampled. Dataset loading is a 

variety of library functions can be used to load the 

dataset. To read CSV function of the python 

pandas module was used in this case to load a data 

collection in CSV or Microsoft Excel format. 

Creating a model for the data that was trained is 

now used to create the model after the data was 

divided into test and training samples, each of 

which was given a 70% and 30% weighting. 

Determining the module's accuracy using a 

variety of algorithms, this stage determines the 

module's correctness. Streamlit Web Framework 

in the web application, will incorporate the 

machine algorithm graphs, user input, and 

accuracy result.

5. ALGORITHMS AND FRAMEWORK 
5.1 Logistic Regression 

Logistic regression (LR) is a well-known 

supervised learning method that is commonly 

used for classification tasks. It is a statistical 

technique for studying a collection of data in 

which any number of independent variables 

influence the outcome. The purpose of the logistic 

regression technique is to determine the best 

model that best describes the connection between 

the variable that is dependent (or responder) and 

the variables that are independent (or predictors) 

[5]. Logistic regression, unlike linear regression, 

has a binary or categorical response variable. The 

advantages are: (a) The logistic regression method 

is a straightforward and basic algorithm. Because 

it is simple to put into practise and interpret, it is 

a common solution for many issues related to 

classification. (b) The method of logistic 

regression is a quick technique that can easily 

handle enormous datasets. (c) Logistic regression 

is a versatile approach that is capable of handling 

both large and small datasets. The disadvantages 

are: (a) Logistic regression presupposes that there 

is a linear connection between the independent 

factors and the response variable's log-odds. (b) 

The logistic regression method may not perform 

effectively if the connection is non-linear. 

Outliers affect logistic regression because it is 

sensitive to them. (c) Non-linear correlations 

between the independent factors and a response 

variable cannot be handled using logistic 

regression [6]. 

 

 

 

http://www.ijsrem.com/
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5.2 Decision Tree 

A decision tree is a regression analysis and 

classification machine learning algorithm. The 

decision tree paradigm has a tree-like structure, 

with each internal node indicating an 

investigation of a characteristic, each branch 

reflecting the testing result, and symbolising a 

class identification or a numerical value [6]. The  

tree can be "learned" by subdividing the source set 

depending on the outcome of attribute testing. 

This method is repeated recursively on each 

derived subset, which is known as recursive 

partitioning. Because the development of a 

classifier that uses decision trees requires no 

domain expertise or parameter setup, it is suitable 

for exploratory learning and discovery. High-

dimensional data can be handled via decision 

trees. Classifiers have high accuracy in general 

decision trees. The decision tree inference is a 

common inductive way of learning classification 

information [7]. Decision trees categorise 

instances by moving them through the tree 

through the root to a leaf node that offers the 

instance's categorization. Beginning at the lowest 

point of the tree, an instance is categorised by 

checking the attribute indicated by this node and 

then going along the tree branch according to the 

numerical value of the property.

5.3 Naive-Bayes 

Naive Bayes is a common classification technique 

based on Bayes' probability theory. It is a 

straightforward yet effective algorithm that is 

commonly used in the classification of text, 

filtering spam, and recommendation systems. The 

name "naive" comes from the assumption that 

each of the characteristics is unrelated to each 

other. To begin, the algorithm computes the 

estimated likelihood of each class supplied with a 

set of parameters. This is accomplished by the use 

of the Bayes' theorem, which indicates that the 

likelihood of an expectation (in the current 

instance, the class) offered by the information (the 

features) correlates to the likelihood of the data 

supplied by the hypothesis multiplied by the 

initial likelihood of the hypothesis [8]. The 

advantages are: (a) Naive Bayes is a 

straightforward algorithm that is simple to grasp 

and apply. It does not necessitate the use of 

complex iterative algorithms, as many other 

machine learning techniques do. (b) The naive 

Bayes principle is a quick approach that can 

handle big, high-dimensional datasets. (c) To 

create accurate predictions, Naive Bayes takes 

only a small amount of training data. (d) Naive 

Bayes can deal with insignificant features and is 

unaffected by them [9]. The disadvantages are: (a) 

Naive Bayes presupposes that the characteristics 

are independent of one another, which is not 

necessarily the case in real-world datasets. (b) The 

naive Bayes technique has limited expressive 

capacity and may be incapable of capturing 

complicated feature interactions. (c) Naive Bayes 

presupposes a predefined distribution of 

probability for the attributes, which may or may 

not be appropriate for the dataset. Because it 

implies a discrete distribution of probability for 

the features, Naive Bayes is unsuitable for 

continuous data. (d) Naive Bayes is best suited for 

categorical information and may struggle with 

continuum or numerical features [10]. 

 

 

http://www.ijsrem.com/
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5.4 KNN 

In the KNN model, statistics uses a non-para-

supervised learning method called the k-nearest 

neighbour technique (k-NN). A class member is 

the product of the k-NN classification. An object 

is classified by the unanimous consent of its 

neighbours, with the object being given the 

classification that is most common among its k 

(positive, frequently tiny) nearby objects. When k 

is equal to 1, the item is simply classified as the 

object's lone nearest neighbour [11]. With the k-

NN classification approach, all processing is put 

on hold until the function being classified has 

been evaluated and only a remote model has been 

constructed. The accuracy of the aforementioned 

method can be greatly improved by identifying 

the source data if the features represent a variety 

of physical measurements or arrive at vastly 

different scales because the method uses distances 

for categorization [12]. Applying weights to 

neighbour contributions to make the near 

neighbours contribute more to the median than the 

distant neighbours is an effective method for 

regression as well as classification. Assigning 

each neighbour a weight of 1/d, where d 

represents their distance from one another, is a 

common way to weigh objects. In both the k-NN 

classification and the k-NN regression, the 

neighbours are selected from a group of elements 

where the class or object value for a property has 

been established.This is the algorithm's training 

set; however, no explicit training is necessary 

[13,14].

5.5 Streamlit 

For the detection of fraud in credit cards, with the 

help of the freely available web application 

framework Streamlit, programmers may use 

Python to build interactive data-driven apps. With 

Streamlit, developers can easily create data 

visualizations, interactive dashboards, and 

machine learning models that can be deployed as 

web applications. Streamlit provides a simple and 

intuitive interface for creating applications, 

allowing developers to focus on the content and 

functionality of their applications rather than the 

technical details of web development. Streamlit 

provides a number of features to make building 

web applications easier, including: A simple and 

intuitive API for creating user interfaces and data 

visualizations.Automatic reactivity, this enables 

developers to construct applications that are 

interactive that are updated in immediate time as 

the consumer interacts with them. Built-in support 

for popular data science libraries such as Pandas, 

Matplotlib, and Plotly. Easy deployment to a 

variety of cloud platforms, including Heroku and 

Google Clouds [15]. Overall, Streamlit is a 

powerful tool for creating interactive data-driven 

applications with Python, and is well-suited for 

data scientists and developers who want to 

quickly prototype and deploy web applications. 

Streamlit is a versatile web application framework 

that can be used for a wide variety of applications 

in data science, machine learning, and beyond. 

Here are some examples of the uses of Streamlit: 

(a) Interactive data exploration: Streamlit makes 

it easy to create interactive data visualizations and 

exploration tools, allowing users to explore and 

analyze data in a more intuitive and engaging 

way. 

(b) Machine learning model development and 

deployment: Streamlit can be used to develop and 

deploy machine learning models as web 

applications, allowing users to interact with and 

test models in real-time. 

http://www.ijsrem.com/
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(c) Dashboard creation: Streamlit is well-suited 

for creating interactive dashboards that allow 

users to explore and analyze data from a variety 

of sources. 

(d) Prototyping and experimentation: Streamlit 

provides an easy-to-use interface for prototyping 

and experimenting with new data science ideas 

and techniques, allowing users to quickly test and 

iterate on new ideas. 

(e) Education and training: Streamlit can be used 

to create interactive educational tools and 

tutorials, allowing students and learners [16,17]. 

 

6. TECHNIQUES

6.1 Repeat retailer 

The fraud detection of a credit card using a repeat 

retailer is the technique that utilizes the history of 

transactions made at a particular retailer to 

identify potentially fraudulent transactions. The 

basic idea is that if a cardholder has made several 

legitimate transactions at a particular retailer in 

the past, then any future transactions at that 

retailer are more likely to be legitimate as well. 

The system maintains a history of transactions 

made by each cardholder at each retailer. When a 

new transaction is made, the system checks to see 

if the cardholder has made any previous 

transactions at the same retailer. If the cardholder 

has made previous transactions at the retailer, the 

system calculates various metrics, such as the 

average transaction amount, where the time is 

between transactions, and the location of the 

transactions [18]. The system compares the 

metrics of the new transaction to the historical 

metrics of the cardholder's previous transactions 

at the retailer. If the metrics of the new transaction 

are significantly different from the historical 

metrics, the system flags the transaction as 

potentially fraudulent and triggers a review 

process. Repeat retailer is just one of many 

techniques used in detection of credit card fraud, 

and is often used in combination with other 

techniques, such as anomaly detection and 

machine learning. By leveraging the history of 

transactions made by each cardholder, repeat 

retailer can help identify potentially fraudulent 

transactions and reduce the incidence of credit 

card fraud. Through graph model which are 

depicting the analysis part based on the dataset, 

column of ‘repeat retailer’. Predicting the percent 

of ‘yes’ is 88.2% and ‘no’ is 11.8%. 

                                                 

                                                   Fig.2. Pie chart of  Retain Retailer 

http://www.ijsrem.com/
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6.2 Used chip 

The detection of fraud in credit card using 

used_chip is a technique that utilizes the 

information stored on the chip of a credit card to 

identify potentially fraudulent transactions. The 

basic idea is that the information stored on the 

chip can provide additional authentication and 

validation that can help verify the legitimacy of a 

transaction.The system reads the information 

stored on the chip of the credit card, including the 

card number, expiration date, and other 

information [19]. The system compares this 

information to the information provided by the 

merchant, such as the transaction amount, the 

merchant name, and the location of the 

transaction. If the information provided by the 

merchant matches the information stored on the 

chip, the system assumes that the transaction is 

valid and approves the transaction. If the 

information provided by the merchant does not 

match the information stored on the chip, the 

system flags the transaction as potentially 

fraudulent and triggers a review process. 

Used_chip is just one of many techniques used in 

detection of credit card fraud, and is often used in 

combination with other techniques, such as repeat 

retailer analysis and machine learning [20]. By 

utilizing the information stored on the chip of a 

credit card, used_chip can help verify the 

legitimacy of a transaction and reduce the 

incidence of credit card fraud. .Through graph 

model which are depicting the analysis part based 

on the dataset, column of ‘used chip’. Predicting 

the percent of ‘yes’ is 65.0% and ‘no’ is 35.0%.

 

                                                    

                                                     Fig.3. Pie chart of Used chip 

6.3 Used_pin_number 

Credit card fraud detection using ‘used pin 

number’ is a technique that utilizes the personal 

identification number (PIN) entered by the 

cardholder during a transaction to identify 

potentially fraudulent transactions. The basic idea 

is that if a transaction is made using a cardholder's 

stolen credit card, the thief is unlikely to know the 

correct PIN number, and this can be used to 

identify potentially fraudulent transactions. The 

cardholder enters their PIN number during the 

transaction. The system compares the entered PIN 

number to the PIN number stored on the credit 

card's chip. If the entered PIN number matches the 

stored PIN number, the system assumes that the 

transaction is legitimate and approves the 

transaction [21,22]. If the entered PIN number 

does not match the stored PIN number, the system 

flags the transaction as potentially fraudulent and 

triggers a review process. Used_pin_number is 

just one of many techniques used in detection of 

http://www.ijsrem.com/
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fraud in credit card, and is often used in 

combination with other techniques, such as 

anomaly detection and machine learning. By 

utilizing the PIN number entered by the 

cardholder, used_pin_number can help verify the 

legitimacy of a transaction and reduce the 

incidence of credit card fraud [23,24]. However, 

it is important to note that this technique is not 

foolproof and can be compromised in cases where 

the PIN number has been stolen or the thief has 

managed to guess the correct PIN number. 

Through graph model which are depicting the 

analysis part based on the dataset, column of ‘used 

pin number’. Predicting the percent of ‘yes’ is 

89.9% and ‘no’ is 10.1%. 

                                                        

                                                     Fig.4. Pie chart of Used Pin Number 

6.4 Online order 

The fraud detection of credit card using 

online_order is a technique that utilizes the 

information provided during an online order 

transaction to identify potentially fraudulent 

transactions. The basic idea is that certain patterns 

and behaviors can be used to identify potentially 

fraudulent transactions made online [25]. The 

system analyzes the information provided during 

the online order transaction, including the IP 

address of the device used to make the transaction, 

the shipping address, and the billing address. The 

system compares this information to the 

cardholder's historical information, such as their 

location, typical shipping and billing addresses, 

and other relevant information [26]. The system 

looks for patterns and anomalies in the 

information provided, such as a shipping address 

that is significantly different from the cardholder's 

billing address or an IP address that is located in 

a different country. If the system detects any 

suspicious patterns or anomalies, it flags the 

transaction as potentially fraudulent and triggers a 

review process [27]. Online_order is just one of 

many techniques used in detection of fraud, and  

often used in group with other techniques, where 

as like in machine learning and anomaly 

detection. By analyzing the information provided 

during an online order transaction, online_order 

can help identify potentially fraudulent 

transactions and reduce the occurrence of fraud. 

However, it is important to note that this 

technique is not foolproof and can be 

compromised in cases where the thief has access 

to the cardholder's personal information, such as 

their shipping and billing addresses [28]. Through 

graph model which are depicting the analysis part 

based on the dataset, column of ‘online order’. 

http://www.ijsrem.com/


            International Journal of Scientific Research in Engineering and Management (IJSREM) 
                      Volume: 07 Issue: 05 | May - 2023                         SJIF 2023: 8.176                                       ISSN: 2582-3930                               

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM21714                        |        Page 10 

Predicting the percent of ‘yes’ is 65.1% and ‘no’ 

is 34.9%. 

                                                        

                                                     

                                                     Fig.5. Pie chart of  Online Order 

 

7. RESULT  

Based on the precision and accuracy scores 

offered, it is critical to analyse the fraudulent 

credit card detection application's particular 

evaluation standards and goals. If accuracy is 

important, Naive Bayes has the highest accuracy 

score. It is worth mentioning, however, that Naive 

Bayes had the lowest precision score, indicating a 

higher false-positive rate. Decision Tree obtained 

the highest precision score if precision is 

important. This means that it was more accurate 

in classifying fraudulent transactions. The 

decision tree, on the other hand, had a somewhat 

lower accuracy score. When accuracy and 

precision were combined, logistic regression 

performed moderately in both measurements, 

with a good precision score and an accuracy score. 

Logistic regression produced a fair balance of 

precision and accuracy. K-Nearest Neighbours 

(KNN) also performed well, with an accuracy and 

precision score ofBased on the ratings, logistic 

regression appears to be the model of greatest 

choice since it achieves a decent mix of accuracy 

and precision. However, the best appropriate 

model is ultimately determined by the 

application's specific requirements and goals, and 

other variables like complexity of computation, 

interpretability, and scalability must also be 

considered. 

http://www.ijsrem.com/
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Fig.6. Comparison graphs of four models based on accuracy and precision

  

8. CONCLUSION 

Finally, credit card theft is a serious worry for 

both financial institutions and customers. 

Machine learning algorithms have been shown to 

be useful in the real-time detection of fraudulent 

transactions. In this paper,  establishing a system 

for detecting credit card fraud by combining both 

supervised and unsupervised algorithms to 

discover patterns that signal fraudulent behaviour. 

And also combined the learned algorithmic 

learning model with a web-based structure to 

create a straightforward user experience for real-

time identification of fraud. The experimental 

results indicated that the suggested framework 

detected fraudulent transactions with high 

accuracy while minimising false positives. The 

proposed methodology can be used by banking 

organisations in order to enhance their theft 

identification abilities and avoid financial losses 

caused by credit card theft. Future studies can 

concentrate on enhancing the suggested 

framework's accuracy and investigating the use of 

alternative machine learning approaches to 

address this challenge. This credit card fraud 

detection architecture, which employs 

streamlining and machine learning, is highly 

successful in preventing monetary harm caused 

by credit card fraud. Future research can 

concentrate on increasing the framework's 

performance and investigating the use of more 

sophisticated machine learning methods. The 

suggested credit card fraud identification 

framework based on stream-lit and machine 

learning solves this challenge effectively. To 

accurately identify fraudulent transactions, the 

platform includes several machine learning 

algorithms such as decision tree, XGBoost, 

random forest and  logistic regression.
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