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   ABSTRACT 

 

THE major cause of traffic accidents is mainly due to improper following distance and distracted driving. 

The most critical function in the advanced driver assistance systems (ADAS) and autonomous vehicles is 

vehicle detection. One expects that vehicles around host driver could be detected as accurately as possible 

by an ADAS all day, including day and night. However, vehicle’s appearance at daytime is quite different 

from its counterpart at nighttime. The existing was AugGAN, a GAN based data augmenter which could 

transform on-road driving images to a desired domain while image-objects would be well preserved. We 

quantitatively evaluate different methods by training Faster R-CNN and YOLO with datasets generated 

from the transformed results and demonstrate significant improvement on the object detection accuracies 

by using the proposed AugGAN model. In this paper, for images in source domain to be properly translated 

to the target one while image-objects are well-preserved. We will try to explicitly vector in order to gain 

multi-modality in performing unpaired image - to – image translation 
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CHAPTER 1 

INTRODUCTION 

 

THE major cause of traffic accidents is mainly due to improper following distance and distracted driving. 

The most critical function in the advanced driver assistance systems (ADAS) and autonomous vehicles is 

vehicle detection. One expects that vehicles around host driver could be detected as accurately as possible 

by an ADAS all day, including day and night. However, vehicle’s appearance at daytime is quite different 

from its counterpart at nighttime. The existing was AugGAN, a GAN based data augmenter which could 

transform on-road driving images to a desired domain while image-objects would be well preserved. We 

quantitatively evaluate different methods by training Faster R-CNN and YOLO with datasets generated 

from the transformed results and demonstrate significant improvement on the object detection accuracies 

by using the proposed AugGAN model. In this paper, for images in source domain to be properly translated 

to the target one while image-objects are well-preserved. We will try to explicitly vector in order to gain 

multi-modality in performing unpaired image - to – image translation.  

 

CHAPTER 2 

LITERATURE SURVEY 
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2.1 INFERENCES FROM LITREATURE SURVEY 

 

In this review, we present results from published studies that applied machine learning to the diagnosis and 

differential diagnosis of PD. Since the number of included papers was relatively large, we focused on a 

high-level summary rather than a detailed description of methodology and direct comparison of outcomes 

of individual studies. We also provide an overview of sample size, data source and data type, for a more in-

depth understanding of methodological differences across studies and their outcomes. Furthermore, we 

assessed (a) how large the participant pool/dataset was, (b) to what extent new data (i.e., unpublished, raw 

data acquired from locally recruited human participants) were collected and used, (c) the feasibility of 

machine learning and the possibility of introducing new biomarkers in the diagnosis of PD. 

Overall, methodology studies that proposed and tested novel technical approaches (e.g., machine learning 

and deep learning models, data acquisition devices, and feature extraction algorithms) have repetitively 

shown that features extracted from data modalities including voice recordings and handwritten patterns 
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could lead to high patient-level diagnostic performance, while facilitating accessible and non-invasive data 

acquisition. Nevertheless, only a small number of studies further validated these technical approaches 

in clinical settings using local human participants recruited specifically for these studies, indicating a gap 

between model development and their clinical applications. 

 

 

2,2 OPEN PROBLEMS IN EXISTING SYSTEM 

 

In this existing method, with the advent of R-CNN, a sequence of two-stage detectors including Fast R-

CNN, Faster R-CNN, R-FCN, MS-CNN, etc., continuously achieve better accuracy. YOLO regards object 

detection as a single regression problem as how CNNs are applied for image classification. Then, a multi-

scale version of the one-stage detector, SSD, demonstrates significant improvements. The contribution of 

this work is three fold: we design a structure-unpaired image to image translation network which learns the 

latent data transformation across different domains while artifacts in the transformed images are reduced. 

Disadvantages / Problem Statement: 

• Keep pushing the limits of object detection. 

• Ill-posed unsupervised image-to-image translation problem. 

Proposed Method: 

               In this proposed method, we will try explicitly encode random noise vector to our structure-aware 

latent vector in order to gain multi-modality in performing unpaired image-to-image translation, such as 

day-to-night, while imageobjects are still well-preserved. This way, a nighttime vehicle detector could 

learn to better detect vehicles under different degrees of ambient light in the same domain. 

Advantages / Solution Statement: 

• Accuracy improvement by introducing segmentation in regularizing the image translation phase. 

Best quantitative result is achieved by CNN 
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CHAPTER 3 

REQUIREMENT ANALYSIS 

 

3.1 FEASIBILITY STUDIES/RISK ANALYSIS OF THE PROJECT 

 

 

3.1 FEASIBILITY STUDIES 

 

The feasibility of the project is analyzed in this phase and business proposal is put forth N with a very 

general plan for the project and some cost estimates. During system analysis the feasibility study of the 

proposed system is to be carried out. This is to ensure that the proposed system is not a burden to the 

company. For feasibility analysis, some understanding of the major requirements for the system is 

essential. Three key considerations involved in the feasibility analysis are 

i. Economical Feasibility 

ii. Technical Feasibility 

iii. Social Feasibility 

 

i. Economic  Feasibility 

 

This study is carried out to check the economic impact that the system will have on the 

organization. The amount of fund that the company can pour into the research and development of the 

system is limited. The expenditures must be justified. Thus, the developed system as well within the budget 

and this was achieved because most of the technologies used are freely available. Only the customized 

products had to be purchased. 

 

ii.  Technical Feasibility 

This study is carried out to check the technical feasibility, that is, the technical requirements of the 

system. Any system developed must not have a high demand on the available technical resources. This will 

lead to high demands on the available technical resources. This will lead to high demands being placed on 

the client. The developed system must have a modest requirement, as only minimal or null changes are 

required for implementing this system. 

 

iii.  Social Feasibility 

The aspect of study is to check the level of acceptance of the system by the user. This includes the 
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process of training the user to use the system efficiently. The user must not feel 

threatened by the system, instead must accept it as a necessity. The level of acceptance by the users solely 

depends on the methods that are employed to educate the user about the system and to make him familiar 

with it. His level of confidence must be raised so that he is also able to make some constructive criticism, 

which is welcomed, as he is the final user of the system. 

 

 

3.2 SOFTWARE REQUIREMENTS SPECIFICATION DOCUMENT 

 

 

3.2.1 REQUIREMENT ANALYSIS 

Requirements are a feature of a system or description of something that the system is capable of 

doing in order to fulfil the system’s purpose. It provides the appropriate mechanism for understanding what 

the customer wants, analyzing the needs assessing feasibility, negotiating a reasonable solution, specifying 

the solution unambiguously, validating the specification and managing the requirements as they are 

translated into an operational system. 

 

 

3.2.2 DEEP LEARNING: 

Deep learning (also known as deep structured learning) is part of a broader family of machine 

learning methods based on artificial neural networks with representation learning. Learning can 

be supervised, semi-supervised or unsupervised.[2] 

Deep-learning architectures such as deep neural networks, deep belief networks, deep reinforcement 

learning, recurrent neural networks, convolutional neural networks and Transformers have been applied to 

fields including computer vision, speech recognition, natural language processing, machine 

translation, bioinformatics, drug design, medical image analysis, climate science, material inspection 

and board game programs, where they have produced results comparable to and in some cases surpassing 

human expert performance. 

Artificial neural networks (ANNs) were inspired by information processing and distributed communication 

nodes in biological systems. ANNs have various differences from biological brains. Specifically, artificial 

neural networks tend to be static and symbolic, while the biological brain of most living organisms is 

dynamic (plastic) and analogue. 

The adjective "deep" in deep learning refers to the use of multiple layers in the network. Early work 

showed that a linear perceptron cannot be a universal classifier, but that a network with a nonpolynomial 

activation function with one hidden layer of unbounded width can. Deep learning is a modern variation 

which is concerned with an unbounded number of layers of bounded size, which permits practical 

application and optimized implementation, while retaining theoretical universality under mild conditions. 

In deep learning the layers are also permitted to be heterogeneous and to deviate widely from biologically 
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informed connectionist models, for the sake of efficiency, trainability and understandability, hence the 

"structured" part. 

3.2.3 MATLAB 

MATLAB (an abbreviation of "MATrix LABoratory") is a proprietary multi-paradigm programming 

language and numeric computing environment developed by MathWorks. MATLAB 

allows matrix manipulations, plotting of functions and data, implementation of algorithms, creation of user 

interfaces, and interfacing with programs written in other languages. 

Although MATLAB is intended primarily for numeric computing, an optional toolbox uses 

the MuPAD symbolic engine allowing access to symbolic computing abilities. An additional 

package, Simulink, adds graphical multi-domain simulation and model-based 

design for dynamic and embedded systems. 

As of 2020, MATLAB has more than 4 million users worldwide.[ They come from various backgrounds 

of engineering, science, and economics. 

MATLAB was first released as a commercial product in 1984 at the Automatic Control Conference in Las 

Vegas. MathWorks, Inc. was founded to develop the software and the MATLAB programming language 

was released. The first MATLAB sale was the following year, when Nick Trefethen from 

the Massachusetts Institute of Technology bought ten copies. 

By the end of the 1980s, several hundred copies of MATLAB had been sold to universities for student 

use. The software was popularized largely thanks to toolboxes created by experts in various fields for 

performing specialized mathematical tasks. Many of the toolboxes were developed as a result 

of Stanford students that used MATLAB in academia, then brought the software with them to the private 

sector. 

Over time, MATLAB was re-written for early operating systems created by Digital Equipment 

Corporation, VAX, Sun Microsystems, and for Unix PCs. Version 3 was released in 1987. The first 

MATLAB compiler was developed by Stephen C. Johnson in the 1990s. 

In 2000, MathWorks added a Fortran-based library for linear algebra in MATLAB 6, replacing the 

software's original LINPACK and EISPACK subroutines that were in C.] MATLAB's Parallel Computing 

Toolbox was released at the 2004 Supercomputing Conference and support for graphics processing units 

(GPUs) was added to it in 2010. 

3.3.1 SOFTWARE REQUIREMENTS: 

 

Op e r a t in g  Sys t em  Wi nd ow s  7o r  l a t e r  

Simulation Tool MATLAB 

Do cum ent a t io n  Ms – Office 
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3.3.2 HARDWARE REQUIREMENTS: 

 

CPU type I5  

Ram size 4GB 

Hard disk capacity 80 GB 

Keyboard type Internet keyboard 

Monitor type 15 Inch colour monitor 

 

 

CHAPTER 4 

                        DESCRIPTION OF PROPOSED SYSTEM 

In this proposed method, we will try explicitly encode random noise vector to our structure-aware latent 

vector in order to gain multi-modality in performing unpaired image-to-image translation, such as day-to-

night, while imageobjects are still well-preserved. This way, a nighttime vehicle detector could learn to 

better detect vehicles under different degrees of ambient light in the same domain. 

Advantages / Solution Statement: 

• Accuracy improvement by introducing segmentation in regularizing the image translation phase. 

• Best quantitative result is achieved by CNN. 

MODULES DESCRIPTION 

Module 1: Preprocessing 

The images which are collected are subjected to pre- processing. In Pre-processing stage basic steps are 

image resizing and applying Median filters for a perfect input clear image for easy identification of an 

image. Pre-processed images will be segmented digitally into various pixels. We do this segmentation for 

an image is to modify its representation to have more clarity to analyze the images. 

 

Module 2: Segmentation and feature extraction 

Image segmentation is a method in which a digital image is broken down into various subgroups called 

Image segments which helps in reducing the complexity of the image to make further processing or 

analysis of the image simpler. Segmentation in easy words is assigning labels to pixels. Feature extraction 

is a part of the dimensionality reduction process, in which, an initial set of the raw data is divided and 

reduced to more manageable groups. So when you want to process it will be easier. The most important 
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characteristic of these large data sets is that they have a large number of variables. 

Module 3: Convolution neural network  

A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take in an 

input image, assign importance (learnable weights and biases) to various aspects/objects in the image and be 

able to differentiate one from the other. The pre-processing required in a ConvNet is much lower as 

compared to other classification algorithms. While in primitive methods filters are hand-engineered, with 

enough training, ConvNets have the ability to learn these filters/characteristics. 

The architecture of a ConvNet is analogous to that of the connectivity pattern of Neurons in the Human 

Brain and was inspired by the organization of the Visual Cortex. Individual neurons respond to stimuli only 

in a restricted region of the visual field known as the Receptive Field. A collection of such fields overlap to 

cover the entire visual area. 

 This module is used to establish the deep convolutional neural network concept for training the image and 

testing the image with the help of weight estimating classifier. The result image will compare with the 

dataset images and it will display whether it is detect or not. 
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4,1  SELECTED METHODOLOGY OR PROCESS MODEL 

 

 

 

4,2 ARCHITECTURE / OVERALL DESIGN OF PROPOSED SYSTEM 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.2: System Architecture for Drowsiness Judgment 

 

  Input image Preprocessing 
Segmentation 

Training & 

Testing 
Result Convolution 

neural network 
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The block diagram of the proposed system has been shown in the above figures. The camera captures the 

image of the person inside the car and sends that to the HOG model to train and it detects each feature from 

the face using facial landmark  

 

 

4.3   DESCRIPTION OF SOFTWARE FOR IMPLEMENTATION AND TESTING PLAN 

OF THE PROPOSED MODEL/SYSTEM 

 

4.3.1 TESTING 

The purpose of testing is to discover errors. Testing is the process of trying to discover every 

conceivable fault or weakness in a work product. It provides a way to check the functionality of 

components, sub – assemblies, assemblies and/or a finished product It is the process of exercising software 

with the intent of ensuring that the 

Software system meets its requirements and user expectations and does not fail in an unacceptable manner. 

There are various types of test. Each test type addresses a specific testing requirement. 

4.3.2 TYPES OF TESTS 

1. UNIT TESTING 

Unit testing involves the design of test cases that validate that the internal program logic is 

functioning properly, and that program inputs produce valid outputs. All decision branches and internal 

code flow should be validated. It is the testing of individual software units of the application .it is done 

after the completion of an individual unit before integration. This is a structural testing, that relies on 

knowledge of its construction and is invasive. Unit tests perform basic tests at component level and test a 

specific business process, application, and/or system configuration. Unit tests ensure that each unique path 

of a business process performs accurately to the documented specifications and contains clearly defined 

inputs and expected results. 

2. INTEGRATION TESTING 

Integration tests are designed to test integrated software components to determine if they actually 

run as one program.  Testing is event driven and is more concerned with the basic outcome of screens or 

fields. Integration tests demonstrate that although the components were individually satisfaction, as shown 

by successfully unit testing, the combination of components is correct and consistent. Integration testing is 

specifically aimed at   exposing the problems that arise from the combination of components. 

3. FUNCTIONAL TEST 

Functional tests provide systematic demonstrations that functions tested are available as specified 

by the business and technical requirements, system documentation, and user manuals. 
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Functional testing is centered on the following items: 

Valid Input     :  identified classes of valid input must be accepted. 

Invalid Input      : identified classes of invalid input must be rejected. 

Functions       : identified functions must be exercised. 

Output             : identified classes of application outputs must be exercised  

Procedures : interfacing systems or procedures must be invoked. 

Organization and preparation of functional tests is focused on requirements, key functions, or 

special test cases. In addition, systematic coverage pertaining to identify Business process flows; data 

fields, predefined processes, and successive processes must be considered for testing. Before functional 

testing is complete, additional tests are identified and the effective value of current tests is determined. 

4. SYSTEM TEST 

System testing ensures that the entire integrated software system meets requirements. It tests a 

configuration to ensure known and predictable results. An example of system testing is the configuration 

oriented system integration test. System testing is based on process descriptions and flows, emphasizing 

pre-driven process links and integration points. 

5. WHITE BOX TESTING 

White Box Testing is a testing in which in which the software tester has knowledge of the inner 

workings, structure and language of the software, or at least its purpose. It is purpose. It is used to test areas 

that cannot be reached from a black box level. 

6. BLACK BOX TESTING 

Black Box Testing is testing the software without any knowledge of the inner workings, structure or 

language of the module being tested. Black box tests, as most other kinds of tests, must be written from a 

definitive source document, such as specification or requirements document, such as specification or 

requirements document. It is a testing in which the software under test is treated, as a black box .you cannot 

“see” into it. The test provides inputs and responds to outputs without considering how the software works. 

 

7. UNIT TESTING: 

Unit testing is usually conducted as part of a combined code and unit test phase of the software 

lifecycle, although it is not uncommon for coding and unit testing to be conducted as two distinct phases. 

 

i Test strategy and approach 

Field testing will be performed manually and functional tests will be written in detail. 

 

 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

             Volume: 07 Issue: 04 | April - 2023                          Impact Factor: 8.176                    ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                                 |        Page 13  

ii Test objectives 

• All field entries must work properly. 

• Pages must be activated from the identified link. 

• The entry screen, messages and responses must not be delayed. 

integration test. System testing is based on process descriptions and flows, emphasizing pre-driven process 

links and integration points. 

 

. CHAPTER 5 

 

                              RESULT & CONCLUSION  

In this work, we proposed AugGAN, an unpaired image-toimage translation network for realizing domain 

adaptation in vehicle detection. Our method quantitatively surpasses competing methods for achieving 

higher nighttime vehicle detection accuracy because of better image-object preservation. Therefore, most 

daytime vehicle datasets in public domain become valuable in nighttime vehicle detector development. 

AugGAN is general in that it could also deal with synthetic-tosynthetic, synthetic-to-real, real-to-real, and 

real-to-synthetic transformations across different domains ranging from day, night, sunset, rain, etc. 

Currently, the major limitation of AugGAN is its uni-modality. In the future, we will try to explicitly 

encode random noise vector to our structure-aware latent vector in order to gain multi-modality in 

performing unpaired image-to-image translation, such as day-to-night, while imageobjects are still well-

preserved. This way, a nighttime vehicle detector could learn to better detect vehicles under different 

degrees of ambient light in the same domain. 
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