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Abstract: The demand for automatic gender and age prediction has surged with the proliferation of 

social media and online platforms. Despite advancements in related fields like facial recognition, the 

effectiveness of current technologies in real-world scenarios remains limited. This paper explores the 

application of deep convolutional neural networks (CNNs) to address this challenge. Our proposed 

method involves a five-step process: facial recognition, background removal, face alignment, 

application of multiple CNN models, and a voting mechanism to enhance prediction accuracy. We 

evaluate our approach using the recent Audience-Face benchmark dataset, focusing on gender detection 

and age estimation. The implementation is carried out using Python. 

Keywords: Convolutional neural networks (CNN), Deep learning, Facial recognition, Computer vision, 

Region of interest (ROI). 

1. Introduction 

Gender and age are critical attributes that significantly influence social interactions and community 

dynamics. Accurate gender detection and age estimation are crucial for various intelligent applications, 

including human-computer interaction, access control, marketing analytics, visual surveillance, and law 

enforcement, particularly when based on a single facial image. Traditional methods for classifying these 

attributes rely on facial feature variations, but recent advancements in facial recognition technology, 

particularly through convolutional neural networks (CNNs), have demonstrated substantial 

improvements in this area. 

This paper proposes a novel approach to gender and age classification using multiple CNNs. The 

proposed system employs a multi-layered CNN architecture, consisting of three distinct CNN layers 

interconnected through a majority-voting mechanism for final class prediction. 
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The layers are structured as follows: 

• CNN Layer 1: Contains 96 nodes with a kernel size of 7. 

• CNN Layer 2: Contains 256 nodes with a kernel size of 5. 

• CNN Layer 3: Contains 384 nodes with a kernel size of 3. 

 

Each CNN layer has a unique depth and architecture, optimizing the feature extraction process for 

improved classification accuracy. The model processes input images to estimate age and determine 

gender. For age estimation, we categorize ages into predefined groups: [(0-2), (4-6), (8-12), (15-20), (25-

32), (38-43), (48-53), (60-100)]. The gender classification is binary, distinguishing between male and 

female. 

The proposed model was evaluated using the Audience-Face benchmark dataset, which includes 

unfiltered facial images. We conducted two separate tests: one for age classification and another for 

gender classification. The results demonstrate the efficacy of our approach in accurately predicting age 

ranges and gender from facial images. 

Automated age and gender estimation offer significant advantages across various sectors. In retail, for 

example, shopkeepers and business owners can leverage this technology to analyze customer 

demographics, tailor marketing strategies, and enhance inventory management. This capability can lead 

to increased business efficiency and improved service delivery, benefiting both enterprises and society. 

This research contributes to the advancement of facial attribute classification by integrating multiple 

CNNs and proposing a robust methodology for age and gender detection. This approach has practical 

applications in numerous fields and promises to enhance both business operations and societal 

interactions. 

http://www.ijsrem.com/
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2. Review of Literature 

To develop a new CNN structure for age and gender recognition, it is essential to review 

prior research that highlights the significance of CNN architecture in enhancing 

recognition performance. 
 

Sr.no Title Observation 

[1] 
Simon & Zisserman (2014): 
"Very Deep Convolutional 

Networks for Large-Scale 

Image Recognition" 

Introduces VGG-16 with 13 convolutional layers and 3 fully 

connected layers, demonstrating that depth between 16-19 

layers provides optimal image recognition performance. 

[2] He et al. (2016): "Deep 

Residual Learning for Image 

Recognition" 

Presents ResNet-152 with 152 convolutional layers, 

employing residual learning to handle depth complexity, 

achieving high accuracy in facial image recognition. 

[3] Zagoruyko & Komodakis 

(2016): "Wide Residual 

Networks" 

Proposes Wide Residual Networks to address latency and 

inefficiency issues by reducing depth and increasing width of 

residual blocks, enhancing network efficiency. 

[4] 
Krizhevsky et al. (2012): 
"ImageNet Classification with 

Deep Convolutional Neural 
Networks" 

Introduces AlexNet with 8 convolutional layers and 3 fully 

connected layers, using Dropout to reduce overfitting and 

effectively classify over one million images. 

[5] 
Levi & Hassaner (2015): "Age 
and Gender Classification 

using Deep Convolutional 
Neural Networks" 

Develops a CNN with 3 convolutional layers and 2 fully 

connected layers, applying center cropping and oversampling 

techniques to improve gender classification performance. 

Table 1: Review of literature 
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3. Methodology 

 
1. Model and Configuration Files: 

 

• Face Detection Weights (.pb): The system utilizes pre-trained models with weights stored in a 

.pb file (Protocol Buffers) for face detection. These weights contain the parameters that the neural 

network has learned during training, which are crucial for accurately identifying faces in various images 

or video feeds. 

• Network Configuration (.prototxt): The architecture of the network is defined in a 

.prototxt file. This file describes the structure of the model, including the types and connections of 

layers. The configuration ensures that the network processes data correctly and performs the intended 

tasks of detection and classification. 

• Model Parameters (.caffemodel): The .caffemodel file holds the pre-trained weights and 

biases used by the network. These parameters, in combination with the configuration file, allow the 

network to recognize and classify different features, leading to precise age and gender predictions. 

 

2. Argument Parsing: 

 

• Using argparse for Command-Line Inputs: The system uses the argparse library to manage 

command-line inputs, enabling users to easily provide images or video files as input. This feature allows 

for flexible testing and deployment, giving users the ability to specify the input source directly from the 

command line. 

 

3. Protocol and Model Initialization: 

 

• Setting Up Protocols, Buffers, and Models: The initialization phase involves configuring the 

necessary protocols, buffers, and models for different tasks, including face detection, age estimation, 

and gender recognition. Protocols ensure smooth data flow, while buffers temporarily store data during 

processing. The models are then loaded and initialized, preparing the system for efficient operation. 

 

4. Configuration Initialization: 

 

• Defining Age Ranges and Gender Categories: The system is configured with predefined age 

ranges (e.g., 0-2, 4-6, 8-12, etc.) and gender categories (typically male and female). These predefined 

categories help the network interpret the results, mapping the output of the model to specific age ranges 

and gender labels, making the predictions understandable. 

 

5. Network Loading: 

 

• Loading the Network with readNet(): The neural network is loaded using the readNet() 

function, which imports the pre-trained weights and the network configuration from the .pb and 

.prototxt files. This step is vital for initializing the network, enabling it to perform tasks such as face 

detection and classification. 

http://www.ijsrem.com/
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6. Video Stream Capture: 

 

• Capturing Video from Webcam: The system captures video input from a webcam using 

OpenCV’s VideoCapture() function. A padding of 20 pixels is added around the detected face area to 

ensure that the entire face, including the edges, is properly captured. This padding helps improve the 

accuracy of the subsequent age and gender classification. 

• Detecting Faces with highlightFace(): The highlightFace() function utilizes the FaceNet 

model to detect faces in images or video streams. This function identifies the coordinates of faces, and 

rectangles are drawn around the detected faces to indicate the areas being analyzed. This visual 

indication helps users understand which faces the system is processing. 

 

• Creating a Blob and Classifying Faces: For each detected face, the system creates a "blob," 

which is a preprocessed version of the image that can be fed into the neural network. The system then 

performs a forward pass through the network to classify the face's age and gender. Based on the 

confidence scores, the system predicts the most likely age range and gender for each detected face. 

 

• Annotating and Displaying the Results: After classification, the predicted age and gender are 

annotated onto the image. The system uses OpenCV’s imshow() function to display the final output, 

showing the annotated image with the detected and classified faces, along with their predicted age and 

gender. This provides a clear and visual output of the system's analysis. 

 

 

Fig 1: Flow diagram of the model 

http://www.ijsrem.com/
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4. Model with experiment result 

In this study, we employed Python-based Deep Learning techniques to identify specific genders and 

ages from facial images. Deep Learning, a subset of machine learning, leverages Artificial Intelligence 

to emulate human cognitive functions. It excels at analyzing unstructured data to recognize objects, 

individuals, speech, and text. The process is divided into four main stages: Input, Face Detection, Face 

Processing (which includes Gender and Age classification), and Output. We assessed the model's 

accuracy by comparing the predicted age groups to the actual ones, measuring accuracy both when the 

prediction exactly matched the true age group and when it was off by one adjacent age group. To boost 

the model's performance, we expanded the training dataset, which led to enhanced accuracy in the 

predictions. 
 

Fig 2: Accuracy of gender classification and MSE of age regression 

 

The code evaluates the performance of a machine learning model on a validation dataset. It begins by 

calling model.evaluate() with the validation data and labels, which returns a list of metrics, including the 

total loss, age regression mean squared error (MSE), and gender classification accuracy. The raw 

evaluation results are printed for inspection. 

 

http://www.ijsrem.com/
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Fig 3: Plotting the training and validation accuracy for the gender classification 

 

 

1. Multitask Learning Approach: 

 

We have used multitask learning approach that involves training a model to handle multiple tasks 

simultaneously. the model is designed to predict both gender (classification task) and age (regression 

task) from images. the model has two output layers: 

 

Gender Classification (g_clf): Uses a binary classification loss (binary_crossentropy) and accuracy 

metric. 

 

Age Regression (a_reg): Uses a regression loss (mse for Mean Squared Error) and MSE metric. 

 

2. Convolutional Neural Network (CNN) Approach: 

 

CNNs are a type of deep learning model specifically designed to process data with a grid-like topology, 

such as images. They use convolutional layers to detect spatial hierarchies in the data. We have applied 

convolutional filters to extract features from the input images and reducing the dimensionality of the 

feature maps while retaining important information. 

http://www.ijsrem.com/
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The results for age classification and gender detection are summarized below. 

 

 

Fig 4: Predicted gender and age of validation images 

 

 

I have also used some prebuilt models these models are part of a pre-trained deep learning- based 

model pipeline used for face detection, age prediction, and gender prediction. these models work in a 

pipeline to detect faces, and once a face is detected, it can be passed to the age and gender networks to 

predict the person's age range and gender. 
 

http://www.ijsrem.com/
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Fig 5: Predicted gender and age 
 

 

Fig 6: Predicted gender and age 
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5. Conclusion 

In this paper, we have introduced a model for gender and age classification that leverages multiple sub-

CNNs and other machine learning techniques. Each sub-CNN operates independently, and their outputs 

are integrated using a voting mechanism. The rationale for employing different sub-CNNs separately, 

followed by a voting approach, is to capture a diverse set of facial feature representations. This strategy 

enhances the accuracy of age prediction by providing a more comprehensive analysis of facial 

attributes. Our experiments demonstrate that utilizing multiple CNN models results in a lower error rate 

compared to using a single CNN model. The methodology incorporates grouped approaches and 

computations, with deep learning as the primary component in the model's design. 
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