
          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                    Volume: 08 Issue: 07 | July - 2024                         SJIF Rating: 8.448                                     ISSN: 2582-3930                   
 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM36352                |        Page 1 

Hand Gesture Recognition System using Deep Learning 

Anuvarshini K1,Chandhini A1,Haripriya A1,Jefrina A P1,Yaalini S1,Dr. Priya .S2 

1UG Student, Department of Computer Science and Engineering, Coimbatore Institute of 

Technology 

2Associate Professor, Department of Computer Science and Engineering, Coimbatore Institute 

of Technology 

 

Abstract- This paper presents a comprehensive 

exploration of a hand gesture recognition system 

centered on the YOLOv5 object detection 

algorithm. The system is meticulously designed 

to fulfill specific objectives, including real-time 

gesture detection, high accuracy, scalability, 

robustness to environmental variability, and 

seamless integration with other system 

components. Drawing upon the strengths of 

YOLOv5, the proposed system aims to provide 

a reliable and efficient solution for hand gesture 

recognition, thereby enhancing human-

computer interaction and enabling various 

applications across different domains. The 

methodology encompasses several stages, 

including data acquisition, preprocessing, object 

detection using YOLOv5, integration with other 

system modules, evaluation, and validation. 

Through a series of experiments and extensive 

testing in real-world scenarios, the effectiveness 

and usability of the system are thoroughly 

assessed, demonstrating its potential for 

practical deployment and widespread adoption. 

Additionally, this paper discusses the 

implications of the findings, identifies areas for 

further research and development, and offers 

insights into the future directions of hand 

gesture recognition systems utilizing YOLOv5. 

Overall, this study contributes to advancing the 

field of human-computer interaction and gesture 

recognition technology, paving the way for 

innovative applications and enhanced user 

experiences in various domains. 
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        The methodology of our system 

encompasses several crucial stages: data 

acquisition, preprocessing, object detection using 

YOLOv5, integration with other system modules, 

and comprehensive evaluation and validation. 

Each stage is meticulously executed to ensure the 

overall system's robustness and effectiveness. 

Data acquisition involves capturing diverse hand 

gestures through AVI files, providing a rich 

dataset for training and evaluation. Preprocessing 

steps, such as frame extraction, resizing, 

normalization, and noise reduction, are 

implemented to enhance data quality and model 

performance. 

        At the heart of our system, YOLOv5's object 

detection capabilities enable rapid and precise 

localization of hand gestures within images and 

video frames. This facilitates real-time detection 

and analysis, making the system highly 

responsive. By integrating YOLOv5 with other 

system modules, we ensure seamless operation 

and interaction, paving the way for practical 

deployment in various applications. 

        Extensive experiments and testing in real-

world scenarios validate the system's 

effectiveness and usability. The results 

demonstrate the potential for widespread 

adoption of this technology, highlighting its 

applicability across different domains. 

Furthermore, this paper explores the implications 

of our findings, suggesting avenues for future 

research and development to advance the field of 

hand gesture recognition. 
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I. INTRODUCTION 

 

In today's rapidly evolving technological 

landscape, the intersection of artificial intelligence 

and human-computer interaction continues to 

pave the way for groundbreaking advancements. 

This paper delves into the development of a 

sophisticated hand gesture recognition system 

leveraging the YOLOv5 object detection 

algorithm. Our system is designed with a 

multifaceted approach to meet the demands of 

real-time performance, high accuracy, scalability, 

and robustness against environmental variations, 

ensuring seamless integration with various system 

components. Hand gesture recognition stands as a 

pivotal element in enhancing human-computer 

interaction, offering intuitive and natural ways for 

users to communicate with machines. Traditional 

input methods, such as keyboards and mice, often 

fall short in dynamic and immersive environments 

where quick and effortless interaction is 

paramount. Recognizing this, our project focuses 

on utilizing the strengths of YOLOv5, known for 

its efficiency and precision, to create a reliable and 

effective solution for hand gesture recognition. 

 

 

II. RELATED WORKS 

Several recent studies have explored the 

integration of deep learning technologies to 

enhance accessibility and interaction for diverse 

user groups. Areeb et al. (2022) introduced a 

deep learning system aimed at aiding hearing-

impaired individuals during emergencies by 

converting audio signals into visual alerts and 

text notifications. This innovative approach 

leverages advanced neural networks to provide 

real-time, accessible notifications, thereby 

improving safety and responsiveness in critical 

situations. The study underscores the 

transformative potential of deep learning in 

assistive technologies, highlighting its role in 

extending communication capabilities beyond 

traditional methods. 

        In the realm of gesture recognition systems, 

Mohamed et al. (2021) conducted a 

comprehensive review outlining the progress, 

challenges, and future directions in the field. 

Their analysis covers various techniques and 

applications of hand gesture recognition, 

emphasizing its pivotal role in enhancing 

human-computer interaction and accessibility 

technologies. By synthesizing existing research, 

the review identifies key advancements in 

machine learning and computer vision,  crucial   

for  achieving  accurate  and  real-time  gesture 
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accurate and real-time gesture recognition systems. 

The indings underscore the growing importance of 

robust and efficient gesture recognition 

technologies in diverse applications, from 

healthcare to gaming and beyond. 

        Nogales and Benalcázar (2023) proposed a 

novel approach integrating automatic feature 

extraction with deep learning algorithms equipped 

with memory mechanisms for hand gesture 

recognition. Their system aims to improve 

accuracy and responsiveness by leveraging deep 

learning's ability to automatically extract relevant 

features from gesture data. This methodological 

advancement not only enhances the interpretability 

of hand gestures but also broadens the applicability 

of gesture recognition systems in fields such as 

human-computer interaction and assistive 

technologies. The study highlights the efficacy of 

integrating memory modules with deep learning 

architectures, paving the way for more adaptive 

and context-aware gesture recognition systems in 

practical settings. 

 

III.PROPOSED SYSTEM 

 

A. System Flow Diagram 

The system flow diagram[Fig-1] for the 

hand gesture recognition system begins with data 

acquisition, where images or video frames of hand 

gestures are captured and then preprocessed to 

enhance quality and standardization. The 

preprocessed data is fed into the YOLOv5 object 

detection model, which identifies and localizes 

hand gestures within the input frames. Post-

detection, the system classifies these gestures 

based on predefined categories, enabling intuitive 

interaction with machines. This flow ensures real-

time processing and robust recognition across 

diverse environmental conditions, contributing to 

enhanced human-computer interaction 

experiences. 

 

  Fig -1 System flow diagram 

 

B. Dataset 

In this project, we're curating a 

comprehensive dataset by capturing images of our 

own hand gestures, specifically designed for 

recognizing five distinct gestures: pain, lose, 

accident, help, and doctor. This dataset serves as 

the cornerstone of our model training process, 

providing a diverse range of annotated hand 

gesture images. By collecting high-quality data 

and annotating it meticulously using MakeSense 

AI, we ensure the reliability and precision of our 

dataset, enabling our model to learn from a rich and 

varied corpus of gesture-related content.  

     Our dataset consists of 810 images in total, 

with 650                                      images allocated 

for training and 160 images for validation. One 

such training dataset is shown in [Fig-2]. This 

structured division ensures that our model can 

effectively learn and generalize from the training 

data while being evaluated accurately on the 

validation data. Through meticulous data 

collection and preprocessing, we aim to create a 

robust dataset that encapsulates the breadth and 

depth of hand gestures related to our five 

categories, empowering our model to deliver 

accurate and insightful gesture recognition to our 

users. 
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                                    Fig – 2 Dataset  

C.  Preprocessing 

Preprocessing is a crucial step in preparing 

the image dataset for machine learning. In this 

scenario, Makesense AI, an annotation tool, is 

employed to annotate the images. Annotation 

involves labeling the images with relevant tags or 

bounding boxes that indicate the areas of interest or 

classify the contents of each image. This process 

helps the machine learning model understand and 

learn from the images more effectively. The 

annotations generated by Makesense AI are saved 

in a text format, which typically includes 

information such as the coordinates of bounding 

boxes, class labels, and other metadata. This 

structured format is essential for feeding the data 

into machine learning algorithms, ensuring that the 

models can accurately interpret and utilize the 

annotations during training. Overall, preprocessing 

with annotation tools like Makesense AI ensures 

that the dataset is well-organized and ready for 

efficient and accurate model training. 

 

D. Object Detection 

For the task of object detection, YOLOv5 

(You Only Look Once version 5) has been selected 

as the model due to its state-of-the-art performance 

in balancing speed and accuracy. YOLOv5 excels 

in real-time object detection by dividing images 

into a grid and predicting bounding boxes and class 

probabilities for each grid cell in a single forward 

pass through the network, ensuring efficient 

processing. Its user-friendly implementation and 

training procedures, along with pre-trained 

weights, facilitate quick and effective fine-tuning 

on custom datasets. YOLOv5's flexibility is 

demonstrated through various configurations 

(YOLOv5s, YOLOv5m, YOLOv5l, and 

YOLOv5x) that cater to different computational 

resources and accuracy needs. Furthermore, its 

open-source nature and active community support 

provide extensive documentation and tutorials, 

aiding in troubleshooting and enhancements. The 

implementation involves preparing the annotated 

dataset in the YOLO format, setting up the 

YOLOv5 environment, training the model with the 

specified dataset and hyperparameters, and 

evaluating its performance using validation 

metrics. Once the model's performance is 

optimized, it can be deployed for real-time object 

detection applications, leveraging YOLOv5's 

robust capabilities. 

 

E. Performance 

Achieving an accuracy of 99.8% is a 

remarkable feat for an object detection model like 

YOLOv5. Such high accuracy indicates that the 

model can reliably detect and classify objects with 

an extremely low error rate. With this level of 

performance, the model is well-suited for critical 

applications where precision and reliability are 

paramount, such as medical imaging, autonomous 

driving, and surveillance systems. 

However, it's essential to consider other 

performance metrics alongside accuracy to gain a 

comprehensive understanding of the model's 

capabilities. Metrics like precision, recall, and F1-

score provide insights into the model's ability to 

correctly identify objects of interest while 

minimizing false positives and false negatives. 

Additionally, evaluating the model's performance 

on a diverse range of test datasets can help assess 
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its robustness and generalization capabilities 

across different scenarios and conditions. 

Overall, while achieving a high accuracy of 

99.8% is impressive, it's essential to conduct 

thorough performance evaluations and consider 

various metrics to ensure the model meets the 

specific requirements and challenges of its 

intended application. 

 

                    IV. IMPLEMENTATION 

A. Model Training  

To train the YOLOv5 model, we began by 

cloning the Ultralytics YOLOv5 repository from 

GitHub. This provided us with the necessary 

codebase and structure for our object detection 

task. Following this, we installed all required 

dependencies to ensure that our environment was 

properly configured. Dependencies included 

libraries such as PyTorch, OpenCV, and other 

essential packages. 

Next, we initialized the notebook display to 

facilitate visualization during the training process. 

This setup allowed us to monitor metrics such as 

training loss and mean average precision (mAP) in 

real-time. We then unzipped our custom training 

data, ensuring that it was organized according to 

YOLOv5’s expected format, which includes 

directories for images and corresponding 

annotation files. 

To initiate the training process, we used the 

`train.py` script provided in the YOLOv5 

repository. The script was executed with specific 

parameters tailored to our requirements. We set the 

image size to 640 pixels to balance detail and 

performance. The batch size was configured to 12 

to fit within our hardware constraints while 

maintaining efficient training. We opted for 150 

epochs to allow the model sufficient time to learn 

from the data. A custom data YAML file was 

specified to point to our training and validation 

datasets. We utilized YOLOv5s pre-trained 

weights as a starting point to leverage transfer 

learning, thus accelerating the convergence 

process. Caching was enabled to speed up data 

loading, further enhancing the training efficiency. 

 

B. Live Detection Module  

The live detection module is implemented 

using OpenCV and PyTorch, leveraging the 

capabilities of both libraries to achieve real-time 

object detection. The process begins with loading 

the pre-trained YOLOv5 model from the best.pt 

file. This is accomplished using the torch.hub.load 

function, which simplifies the loading of the model 

from the Ultralytics YOLOv5 repository. 

Next, we initialize video capture from the 

default camera using cv2.VideoCapture(0). This 

command accesses the primary webcam on the 

system, allowing us to capture live video feed for 

object detection.  

In the main loop, we continuously read 

frames from the camera using ret, frame = 

cap.read(). Each captured frame is then resized to 

dimensions of 1000x500 pixels to standardize the 

input size for the model. This resizing is performed 

using OpenCV’s cv2.resize function. 

The resized frame is passed through the 

YOLOv5 model to detect objects. The model 

processes the frame and returns the detection 

results, including the coordinates and classes of the 

detected objects. These results are then rendered 

onto the original frame using results.render(), 

which visually annotates the detected objects with 

bounding boxes and class labels. 

Finally, the output frame with the rendered 

detections is displayed to the user using 

cv2.imshow(). This function creates a window to 

show the live video feed with the detected objects 

overlaid. The program runs in a loop, continuously 

updating the display until the user presses the 'q' 

key, which triggers an exit condition by breaking 

the loop. This setup allows for an interactive and 

real-time demonstration of the YOLOv5 model’s 

object detection capabilities. 

Additionally, during the training process, 
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several performance metrics and visualizations are 

generated to evaluate the model’s performance. 

These include the 9.1 labels with mAP values, 9.2 

Confusion Matrix, 9.3 F1-Confidence Curve, and 

9.4 Recall-Confidence Curve. These figures 

provide insights into the model's accuracy, 

precision, recall, and overall performance, helping 

to fine-tune the model for better results. 

    V. EXPERIMENTAL 

RESULTS 

The Below [Fig-3,4] Shows the Experimental 

results obtained from evaluating the trained model 

against test split (10% of the complete Dataset). 

From the score obtained for various metrics it can 

be concluded the trained model could be used in a 

real time application for obtaining better working 

results. 

 

 

 Fig -3 Confusion Matrix 

 

 
 

 Fig -4 F1-Confidence Curve 

 

                         VI. CONCLUSION 

 

In conclusion, the process of creating an 

effective object detection system involves several 

key steps: data acquisition, preprocessing, model 

selection, and implementation. By collecting a 

diverse dataset of 810 images and splitting it into 

training and validation sets, a solid foundation is 

established for training a machine learning model. 

Preprocessing with Makesense AI ensures precise 

annotations, facilitating accurate model learning. 

The selection of YOLOv5 for its speed, accuracy, 

and user-friendly implementation further enhances 

the effectiveness of the detection system. Through 

careful preparation, training, and evaluation, 

YOLOv5 can be fine-tuned to deliver robust 

performance, making it suitable for real-time 

object detection applications. This systematic 

approach ensures the development of a reliable and 

efficient object detection model, ready to be 

deployed in various practical scenarios. 

                         VII. SCOPE FOR FUTURE 

 

Future research will focus on several 

exciting directions to enhance the object detection 

system's capabilities and applications. One 

primary area of focus will be expanding the dataset 

to include a wider variety of gestures and 

environmental conditions. By incorporating more 

diverse scenarios and subjects, the robustness and 

generalizability of the model will be significantly 

improved, ensuring it performs well across 

different contexts and use cases. 

Additionally, the integration of this 

detection system with other advanced technologies 

will be explored. For instance, combining the 

model with augmented reality (AR) can create 

immersive and interactive experiences, allowing 

users to interact with virtual objects in real-time 

based on detected gestures and objects. This 

integration could be particularly useful in fields 

such as gaming, education, and remote 

collaboration, where intuitive and responsive 
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interactions enhance user engagement. 

Furthermore, the application of the object 

detection system in robotics will be investigated. 

By enabling robots to accurately detect and 

interpret their surroundings, the system can 

contribute to the development of more intelligent 

and autonomous robotic systems. This could 

include tasks such as automated navigation, object 

manipulation, and human-robot interaction, 

expanding the practical applications of robotics in 

industries like manufacturing, healthcare, and 

service robotics. 
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