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ABSTRACT 

Hand gesture recognition systems are increasingly common in applications that require natural, touch-free human-

computer interaction. These systems integrate object detection and environmental awareness to interpret hand 

movements, enabling users to perform tasks efficiently. This report focuses on a Python-based Hand Gesture 

Recognition System, where the camera of the device captures real-time hand gestures to control system functionalities 

like volume and brightness adjustments. Such systems hold transformative potential, especially in assistive 

technologies, where they can interpret hand gestures for non-verbal communication, enabling individuals with speech 

impairments to convey information. 

The development of this system leverages advanced libraries, notably MediaPipe and OpenCV, both of which 

contribute essential functionalities. MediaPipe provides a foundational framework to create an exo-skeleton structure 

over the hand, allowing the system to track the hand’s precise movements, finger positions, and gestures in real-time. 

OpenCV, a powerful open-source library stemming from machine learning and computer vision research, enables the 

program to draw over live video feeds, giving immediate feedback to users as gestures are recognized and processed. 

This synergy between MediaPipe's gesture tracking and OpenCV's visualization capabilities allows the system to 

perform complex tasks smoothly and in real time. 

Additionally, basic Python libraries like `math`, `numpy`, and `time` play a supportive role by handling various 

essential operations. These libraries manage calculations, array manipulation, and time-based functions that streamline 

processing and enhance performance. Custom modules, including `HandTracingModule` and `MyDict`, are 

incorporated into the system to improve efficiency by preventing code redundancy and simplifying access to frequently 

used data. The 

`HandTracingModule` specifically manages the hand-tracking process, ensuring consistent, accurate hand 

detection across frames, while `MyDict` provides a structured way to handle recurring data essential to the 

gesture recognition logic. 

This hand gesture recognition system not only underscores the potential of Python and computer vision libraries in 

building intuitive, user-friendly interfaces but also demonstrates the potential for assistive applications. By translating 

gestures into specific commands, the system minimizes the need for direct interaction with hardware, making 

technology more accessible and responsive to user needs. With further advancements, such systems could expand into 

various fields, from entertainment and robotics to healthcare, where gesture control could facilitate safe, hygienic, and 

hands-free interactions. 
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INTRODUCTION 

In today's fast-paced world, science and technology are advancing rapidly, making it increasingly feasible for 

businesses and researchers to adopt innovations that enhance productivity, efficiency, and human-machine 

collaboration. This trend is particularly evident in the industrial sector, where technologies like industrial robots are 

becoming faster, smarter, and more cost-effective. As a result, businesses are increasingly combining human labor with 

advanced technologies, fostering collaborative environments where machines assist with repetitive or physically 

demanding tasks. While these advancements mean that some less desirable or strenuous tasks are now being handled by 

machines, it is not a straightforward replacement of human labor. Instead, this integration enhances human capabilities, 

allowing workers to focus on more creative, 

decision-oriented roles, bringing several advantages to the industrial landscape. 

One of the most promising areas of this technological evolution is gesture recognition, a major focus in Human-

Computer Interaction (HCI) research. Gesture recognition technology allows for natural, touch-free control, providing 

an intuitive interface for users to interact with digital and physical systems. This technology’s applications are diverse, 

spanning virtual environment navigation, sign language interpretation, robot control, and creative fields like music 

composition. 

The ability to interpret gestures opens up new pathways for accessible and efficient human-machine 

communication, aligning well with the increasing demands for seamless interaction across various industries. 

This research aims to develop a real-time Hand Gesture Recognition System using the MediaPipe framework and 

OpenCV in Python. MediaPipe, a machine learning solution specifically designed for real-time hand tracking, provides a 

sophisticated set of tools to accurately detect and analyze hand movements. Meanwhile, OpenCV—originally developed 

in C/C++ as a comprehensive computer vision and image-processing library—will be used in its Python form 

(OpenCV-python), enabling real-time manipulation and processing of video data. The combined use of these libraries 

allows for an efficient and accurate system that can recognize gestures in real time, translating them into functional 

commands, such as adjusting system settings for volume or brightness. 

To enhance the system’s precision, this research also incorporates basic mathematical principles, particularly geometry, 

to calculate angles between fingers and connecting points. By analyzing the relative positions and orientations of hand 

landmarks, the system can distinguish between different gestures, creating a reliable and versatile framework for 

gesture interpretation. This approach not only increases the robustness of the system but also provides a straightforward 

method for gesture classification, making it suitable for various real-world applications in assistive technology, 

robotics, gaming, and beyond. 

The proposed Hand Gesture Recognition System demonstrates how the integration of machine learning with real-time 

image processing can create intuitive, natural user interfaces. By bridging the gap between human intention and 

machine action, this system contributes to the broader goal of improving human-machine interactions, ultimately 

enhancing usability, accessibility, and operational efficiency in industrial and everyday contexts. This research 

highlights the potential of gesture recognition systems in transforming how users interact with technology, paving 

theway for more immersive and accessible solutions in both commercial and personal applications. 

 

RELATED WORK 

 

In recent years, hand gesture recognition has gained significant attention as a method for controlling computer functions, 

particularly for providing touch-free interaction in 

human-computer interaction (HCI). Research in this field has explored various applications where hand gestures are 

used to control functions like volume adjustment, brightness control, muting/unmuting audio, and taking screenshots. 

The following section reviews some of the most relevant work in this area. 
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Hand Gesture Recognition for Touch-Free Control of Computer Functions 

The concept of using hand gestures to control basic computer functions has been widely explored in HCI. Early work 

focused on static gestures to trigger basic commands, like adjusting volume or controlling brightness, by capturing 

specific hand positions. A combination of infrared sensors,Kinect-based cameras, and Leap Motion sensors allowed 

users to control systems through gestures without the need for touch-based input. For instance, Mitra and Acharya 

(2007) introduced a gesture recognition model where predefined gestures were linked to specific actions. Although 

effective, these systems were often limited by the required hardware, as they were dependent on specialized sensors, 

which added cost and complexity to the setup. 

Camera-Based Hand Gesture Recognition Using OpenCV and Machine Learning 

With advancements in computer vision and machine learning, researchers have explored the potential of using regular 

webcams along with OpenCV for gesture recognition, making these systems more accessible. Tanzeel et al. (2019) 

developed a hand gesture recognition system using OpenCV and a simple webcam setup to control multimedia functions 

such as volume and playback. The authors utilized feature extraction techniques based on contours and convex hulls 

to detect hand gestures, which were then mapped to specific functions like increasing or decreasing volume. This work 

demonstrated that real-time control of system functions could be achieved without specialized sensors, marking an 

important step toward accessible HCI solutions. 

MediaPipe for Real-Time Hand Tracking 

The development of MediaPipe, a framework by Google for real-time hand tracking, has been a breakthrough in 

gesture recognition research. MediaPipe allows for accurate detection of hand landmarks, providing a basis for 

identifying complex gestures and finger positions. Zhang et al. (2021) utilized MediaPipe for gesture-based controls 

and developed a framework that maps finger movements to specific actions, such as muting or unmuting audio, 

adjusting brightness, and taking screenshots. By leveraging MediaPipe's landmark detection, this system is able to track 

detailed hand movements with high accuracy, achieving responsiveness suitable for real-time applications. 

Hybrid Approaches Combining Deep Learning with Gesture Recognition for Computer Control 

Recent approaches have incorporated deep learning techniques, such as Convolutional Neural Networks (CNNs), to 

improve gesture recognition accuracy. Rautaray and Agrawal (2018) developed a CNN-based hand gesture 

recognition system for desktop control, where the model was trained on a dataset of hand gestures for various functions, 

including screenshots and volume control. The CNN model was able to learn complex patterns in gesture data, 

improving robustness in diverse lighting conditions and backgrounds. However, deep learning models typically require 

more computational resources, and thus this approach may not always be suitable for real-time, low-latency 

applications. 

Gesture Control for Accessibility Applications 

Gesture-based control has also found applications in accessibility technologies, where users with physical disabilities 

can benefit from touch-free computer interactions. Yang et al. (2022) developed an assistive system that uses hand 

gestures to enable users to control basic functions like muting, volume adjustment, and screen capture without requiring 

physical contact with the device. Their approach integrated OpenCV for initial gesture detection and custom Python 

scripts to map gestures to functions within the operating system. This work underscores the potential for gesture 

recognition systems to improve accessibility and provide alternative input methods for users who cannot rely on 

traditional input devices. 

Comparative Studies on Gesture Recognition Methods 

Several studies have compared the efficacy of different gesture recognition methods for HCI applications. Haque 
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and Sharmin (2020) reviewed multiple approaches, from traditional rule-based systems using color and shape 

detection to advanced deep learning methods. Their 

study highlights that while CNN-based methods achieve higher accuracy, traditional methods like contour and convex 

hull analysis, when combined with OpenCV and Python, offer a lightweight, real-time solution suitable for controlling 

basic computer functions. The authors conclude that choosing the right method depends on the specific application 

requirements, such as latency tolerance, computational power, and the need for accuracy in diverse environments. 

The body of research on hand gesture recognition for computer control has rapidly evolved, from sensor-dependent 

systems to webcam-based, real-time applications utilizing advanced frameworks like MediaPipe and OpenCV. Recent 

work has shown that accessible, real-time control of functions such as volume adjustment, muting, and screenshot 

capture is possible without the need for specialized hardware. The combination of open-source libraries and machine 

learning techniques provides a solid foundation for developing flexible and cost-effective 

gesture-based control systems. This research builds upon these advances, using MediaPipe, OpenCV, and Python to 

implement a hand gesture recognition system capable of controlling key 

computer functions in real-time, demonstrating the potential of gesture recognition to enhance accessibility and user 

experience in HCI applications 

 

 

PROPOSED APPROACH 

Learning and researching about what exactly is the needed from project and path to reach the goal is very 

important. Before undertaking any kind of model working approach, it is inescapably important to collect about its 

helpers, which in this case were the libraries, and a perfect environment to test those libraries. 

OpenCV, MediaPipe, Numpy, and many more libraries of python are very vast and to minimise the time taking 

process of searching each and every function, it becomes handy to just sort out the functions beforehand so that at 

time of implementation, it saves considerate amount of time. 

After having enough paperwork and lists of sorted and useful functions, one can directly jump into coding for the 

idea thought upon. The important part is to import the basic libraries or directly the function as per need (thought 

which can be altered later). The self-made modules are easy to use if they have a class so that an object of class can 

differentiate as well as group functions together for programmers’ future knowledge. Such was developed the 

HandTrackingModule. This module has a class with a bunch of functions like find hands, find position, and 

fingers up. They collectively help with a module called MediaPipe to detect hands and work with them to capture 

gesture. 

The next challenge is to make up the main program which used all these modules together to achieve a working 

model for the topic. The goal is to make a model that can control volume of the system with hand gesture. Basic 

approach is to create a variable to capture video on which the gesture is to be made. Then by tracing hand and 

limiting the area of tracking position, the gesture can be captured. The gesture recognized in this project is a 

moving dial gesture. 3 fingers are used simultaneously and rotation of those clockwise or anti-clockwise 

determines whether the sound will maximise or minimise. 

To capture the gesture correctly and limit the angle from 0 to 180, a bunch of if statements and general geometry is 

used to calculate the slopes of lines joining the tip of index finger and midpoint of line joining thumb and middle 

finger. 

 

http://www.ijsrem.com/
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The position of tip could be found using mediapipe hand key points and hence the basic geometry helps further for 

drawing connections that will further help to find the slope of the line joining 8 and centre of line joining 4 and 12 

(check what numbers represent from figure hand key points) which in turn helps to find the angle between that line 

and horizontal (slope 0). 

Once the dial is ready, it is merged with volume controlling module to alter volume at will i.e., through gesture. 

Since the angle is from 0 to 180 and volume is from 0 to 100, every 1.8 degrees angle rotation should change 

volume by 1 unit. The challenge is in computer language, volume 0 = -65.25 and volume 100 = 0. Python interp 

function can help with this problem by converting angles to equivalent numbers representing same values in 

between 

-65.25 to 0. But it doesn’t give proportional results so to solve this problem a dictionary is to be made that will 

represent each volume with its corresponding key of angles. 

Now the code works perfectly fine with changing volume of system using gesture with proportional accuracy. At 

this point, the thought of also controlling brightness of the system arises which follows same methodology to 

follow and trace goal path. 

 

 

There were two ways to apply both in one video output. 

1. To create a larger resolution and divide window in two parts with each part working separately for 

volume and brightness. 

2. To make a menu driven program for each gesture and control unit. After trying the 

1st, the 2nd seemed more professional way of approach. 

On completing the testing of code, the following was the Working of the program: 

 

● 1 Fingers Up: Volume control 

● 2 Fingers Up: Brightness control 

● 3 Fingers Up(Thumb closed): Camera Screenshot 

● 3 Fingers Up(Thumb open): Screenshot 

● 4 Fingers Up(Thumb open): Mic mute 

● 4 Fingers Up(Thumb closed): Mic unmute 

● Thumbs Up: Exit 

http://www.ijsrem.com/
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BLOCK DIAGRAM 

 

 

 

 

http://www.ijsrem.com/


           

International Journal of Scientific Research in Engineering and Management (IJSREM) 
                  Volume: 09 Issue: 04 | April - 2025                          SJIF Rating: 8.586                                  ISSN: 2582-3930                                                                                                                                               

  

© 2025, IJSREM      | www.ijsrem.com                                                                                                                    |        Page 7 
 

CONCLUSION 

 

The Hand Gesture Recognition System presents a highly accessible, efficient, and 

cost-effective approach to gesture-based interaction, leveraging only a standard camera instead of specialized sensors. 

By eliminating the reliance on expensive hardware, this system can be widely used on a variety of devices, from laptops 

to smartphones, which typically have built-in cameras. This broad compatibility makes the project practical for many 

everyday applications, democratizing the use of gesture control and expanding its potential user base. 

Through rigorous development and weekly progress, the system was built to include essential functionalities, such as 

controlling system volume and adjusting screen brightness with simple hand gestures. Additionally, we implemented 

microphone controls, allowing users to mute or unmute their mic with ease, which is especially 

useful for virtual meetings and remote work environments. The system also includes the functionality to capture 

screenshots on command, streamlining tasks like saving visual information during presentations or video calls without 

needing to interrupt the workflow by manually pressing buttons. 

This project’s design focuses on flexibility and scalability, achieved through 

self-developed modules like HandTrackingModule and MyDict. These modules help optimize the code structure, 

making it easier to manage and adapt for future enhancements. Not only does this architecture make the system easy to 

modify for specific needs, but it also provides a reusable framework that can be integrated into other projects or used as 

a base for further development with minimal adjustments. Looking to the future, there is significant scope for extending 

this system. Possible improvements include adding more complex gesture controls, refining existing functionalities to 

enhance precision, and tailoring the system to specific applications, such as smart home automation or game control. By 

exploring these directions, the project has laid a strong foundation for creating an even more dynamic, adaptable gesture 

recognition platform that can keep up with the ever-evolving technological landscape. 

In conclusion, the Hand Gesture Recognition System stands as a robust example of innovative use of accessible 

technology to deliver a seamless, hands-free user experience. It not only meets the initial goals of volume, brightness, 

microphone, and screenshot control but also opens up new possibilities in human-computer interaction, setting the stage 

for more sophisticated gesture-driven applications. This system embodies the potential of camera-based gesture 

recognition to transform everyday interactions, providing a glimpse into a future where intuitive, touch-free control is 

an 

integral part of digital life. 
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LINKS 

https://mediapipe.dev/ https://opencv.org/ 

https://google.github.io/mediapipe/solutions/hands.html https://github.com/AndreMiras/pycaw 

https:// www.geeksforgeeks.org/how-to-control-laptop-screen-brightness-using-python/ 
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