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Abstract - 

Nowadays computer vision has reached its pinnacle, where a 

computer can identify its owner using a simple program of image 

processing. In this era of development, people are using this 

vision in many aspects of daily life, like Face Recognition, Color 

detection, Autopilot car, etc. In this project, computer vision i.e., 

a camera is used in creating a virtual mouse and keyboard using 

hand gestures recognition. The camera of the computer will read 

the image of different gestures performed by a person’s hand 

and according to the gestures the computer’s mouse cursor will 

move and even perform the different functions using different 

gestures. Similarly, the keyboard functions may be used with 

some other gestures. It will act as a virtual mouse and keyboard 

with no wire or external devices. The only hardware aspect of 

the project is a web-cam and the coding is done on python using 

Anaconda platform. This project makes use of the state-of-art 

Machine Learning and Computer Vision algorithms to 

recognize hand gestures, which works smoothly without any 

additional hardware requirements.  

Keywords- Keyboard, Machine Learning, MediaPipe, Mouse, 

OpenCV. 

1. INTRODUCTION: 

Virtual Mouse and Keyboard derived from Gestures of Hand 

makes human interaction with computer simple by only 

making use of Hand Gestures. The computer requires almost 

no direct contact. All of the input and output operations can 

be virtually controlled by using static as well as dynamic hand 

gestures. While using wireless devices such as a wireless 

mouse or keyboard, it requires a dongle to connect to the PC, 

and it also requires a battery to power the mouse as well as 

keyboard for operating.  But in this paper, the user uses 

his/her built-in camera or a webcam and hand gestures to 

control the computer mouse and keyboard operations. It has 

been considered that Hand gestures recognition is an 

important development technology in industry 4.0 in Human-

Computer-Interactions (HCI). They provide the computers 

the ability to capture the hand gestures and execute the 

assigned commands without even touching devices such as a 

mouse or a keyboard physically. 

For the development of this application of the AI virtual 

mouse & keyboard system, Python programming language is 

used. In the proposed system, the model makes the use of the 

MediaPipe Framework developed by Google for the tracking 

of the hands and fingertip. It consists of two modules: 1. 

Virtual Mouse and 2. Virtual Keyboard. The virtual mouse is 

for controlling the mouse’s functions such as scrolling, right 

or left click etc., and the virtual keyboard is for controlling 

the keyboard’s functions which includes typing from the 

keyboard’s keys.  

1.1. Problem Description and Overview. The proposed Hand 

Gestures based virtual mouse and keyboard system can be 

used to overcome problems in the real world such as when 

there is no power backup for wireless mouse and keyboard 

for operating and situations where there is no space for a 

physical mouse or keyboard to use, it can also be used by the 

persons who do not have prior knowledge of controlling a 

mouse or keyboard. Also, amidst of the COVID-19 situation, 

it is not safe to use the devices which are used by public in 

offices or internet-cafes by touching them because it may 

result in a possible situation of spread of the virus by touching 

them, and a person can easily control his/her computer within 

a greater range wirelessly without any powered backup 

device, i.e., only using hands, so the proposed Hand Gestures 

based virtual mouse and keyboard system can be used to 

overcome these problems since hand gestures detection is 

used to control the computer’s mouse and keyboard functions 

by using a webcam or a built-in camera which requires no 

physical touch so far. 

1.2. Objective. The main objective of the proposed Hand 

Gestures based virtual mouse and keyboard system is to 

develop an alternative to the regular and traditional mouse 

and keyboard system to perform and control the mouse and 

keyboard functions, and this can be achieved with the help of 

a web camera that captures the hand gestures and then 

processes these frames to perform the particular mouse and 

keyboard functions. 

 

2. RELATED WORK: 

 

2.1. Virtual Mouse. There are some related works carried out 

on virtual mouse using hand gesture detection by wearing a 

glove in the hand and also using color tips in the hands for 

gesture recognition, but they are no more accurate in mouse 

functions. The recognition is not so accurate because of 

wearing gloves; also, the gloves are also not suited for some 

users, and in some cases, the recognition is not so accurate 
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because of the failure of detection of color tips. Some efforts 

have been made for camera-based detection of the hand 

gesture interface. 

G. Sahu et al. built a system for controlling mouse pointer 

using webcam which control volume of media player, 

PowerPoint slides and can make or end a call. They used RGB 

color tapes to recognise user’s finger. 

In 2019, K. Hassan et al. presented a system to design and 

develop a hand gesture based virtual mouse. They captured 

different gestures via webcam and performed mouse 

functions according to the gestures. This system achieved 

78% to 90% accuracy. The system does not work efficiently 

in the complex or rough background 

2.2 Virtual Keyboard. V. Saraswasti et al. introduced a 

system for disabled people entitled Eye Gaze System to 

Operate Virtual Keyboard. First it captures the user’s face and 

gets the position of eye gaze which is used as reference point 

in the later stages. HaarCascade method was used to extract 

features of face, and Integral Projection method was used to 

get the position of the eye movement. Based on their 

experiment, the ratio between the duration of normal writing 

and duration of typing using their system for two words is 

1:13. 

In 2018, Jagannathan MJ et al. presented a finger 

recognition and gesture based augmented keyboard system. 

The system was developed using OpenCV libraries and 

Python. Palm detection is used for typing on the augmented 

keyboard. Virtual Keyboard performs based on the movement 

of the finger.  

 

As we can see from the reviewed literature and related work, 

previous systems includes either virtual keyboard or virtual 

mouse. Those systems can’t fully eliminate the need of mouse 

and keyboard completely. This work aims to build an 

interactive computer system which can be operated without 

any physical mouse and keyboard. 

 

3. METHODOLOGY: 

 

For the purpose of detection of hand gestures and hand 

tracking, the MediaPipe framework is used, and OpenCV 

library is used for computer vision. The algorithm makes use 

of the machine learning concepts to track and recognize the 

hand gestures and hand fingertip. Other libraires used are 

PyAutoGUI and PynPut which are used for implementation 

of Mouse and Keyboard functions with hand gestures. 

 

3.1 MediaPipe: MediaPipe is a framework which is used for 

applying in a machine learning pipeline, and it is an 

opensource framework of Google. The MediaPipe framework 

is useful for cross platform development since the framework 

is built using the time series data. The MediaPipe framework 

is multimodal, where this framework can be applied to 

various audios and videos.  

3.1.1. MediaPipe Hands: MediaPipe Hands is a high-fidelity 

hand and finger tracking solution. It employs machine 

learning (ML) to infer 21 3D landmarks of a hand from just a 

single frame. 

MEDIAPIPE HAND SOLUTION DETAILS: 

Hand tracking neural network pipelines: Lite and Full, to 

predict 2D and 3D hand landmarks on an image / video 

sequence. Both pipelines consist of: 

 Hand detector model, which locates hand region 

 Hand tracking model, which predict 2D keypoints, 3D 

world keypoints, handedness on a cropped area around 

hand 

 MediaPipe graph, with hand-tracking logic (Figure 1). 

 

Figure 1: MediaPipe hand recognition graph. 

The Hand models used are as follows: 

 Palm detection model: TFLite model (lite), TFLite model 

(full), TF.js model 
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 Hand landmark model: TFLite model (lite), TFLite 

model (full), TF.js model 

 

 

Figure 1 (b): Hand perception pipeline overview. 

MediaPipe Hands utilizes an ML pipeline consisting of 

multiple models working together: A palm detection model 

that operates on the full image and returns an oriented hand 

bounding box as in Figure 1(b). A hand landmark model that 

operates on the cropped image region defined by the palm 

detector and returns high-fidelity 3D hand keypoints as in 

Figure 2. 

SOLUTION SPECIFICATIONS: 

Model Type - Convolutional Neural Network 

Model Architecture - Two step neural network pipeline with 

single-shot detector and following regression model running 

on the cropped region. 

Inputs - A video stream or an image of arbitrary size. 

Channels order: RGB with values in [0.0, 1.0]. 

Output(s) - 

List of detected hands, each containing 

 21 3-dimensional screen landmarks 

 A float scalar represents the handedness 

 probability of the predicted hand. 

 21 3-dimensional metric scale world landmarks. 

Predictions are based on the GHUM hand model. 

As show in Figure 3, Landmark screen z-value and 3D metric 

x, y, z coordinate values estimate is provided using synthetic 

data, obtained via the GHUM model (articulated 3D human 

shape model) fitted to 2D point projections. 

 

 
Figure 2: Co-ordinates or landmarks in the hand. 

 

Furthermore, the non-maximum suppression works 

significantly better on small objects such as palms or fists. A 

model of hand landmark consists of locating 21 joint or 

knuckle co-ordinates in the hand region, as shown in Figure 

2. 
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Figure 3: Key points of hand landmark corresponding 

in coordinate (x,y,z) in MediaPipe for one hand gesture. 

 

3.2 OpenCV: OpenCV is a computer vision library which 

contains image-processing algorithms for object detection. 

OpenCV is a library of python programming language, and 

real-time computer vision applications can be developed by 

using the computer vision library. The OpenCV library is 

used in image and video processing and also analysis such as 

face detection and object detection. 

 
Figure 4: Palm and Landmarks detector and processing. 

 

3.3 PyAutoGUI: PyAutoGUI lets your Python scripts control 

the mouse and keyboard to automate interactions with other 

applications. The API is designed to be simple. PyAutoGUI 

has several features: Moving the mouse and clicking in the 

windows of other applications. Sending keystrokes to 

applications (for example, to fill out forms). Take 

screenshots, and given an image (for example, of a button or 

checkbox), and find it on the screen. Locate an application’s 

window, and move, resize, maximize, minimize, or close it 

(Windows-only, currently). Display alert and message boxes. 

3.4. PynPut: This library allows you to control and monitor 

input devices. It contains sub packages for each type of input 

device supported. pynput.mouse Contains classes for 

controlling and monitoring a mouse or trackpad. 

pynput.keyboard Contains classes for controlling and 

monitoring the keyboard. 

 

4. RESULTS: 

 
1. Neutral 

 
2.Move Cursor 

 
3. Left Click 

 
4. Right Click 

 
5. Double Click 

 
6. Scrolling 

 
7. Drag and Drop 

 
8. Multiple items 

selection 

Figure 5: Hand Gestures for virtual Mouse Controller. 

As you can see from Figure 5, the hand gestures for 

controlling Mouse consists of total eight gestures for 

controlling the cursor of the mouse and its functions such as 

left click, right click, double click, etc. 

 
1. Neutral 

 
2. Key pressed gesture 

Figure 6: Hand Gestures for virtual Keyboard Controller. 
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And for the virtual keyboard, a QWERTY on-screen 

keyboard has been drawn at the window which gives output 

while the hand gesture of Key Pressed is hovered over the 

keyboard keys. The output can also be seen at the other 

applications where the cursor is placed.  The green dot while 

the pinch gesture of the hand shows that the model is working 

correctly and based on the distance of the thumb and index 

finger, it is pressing the keyboard’s key. 

5. CONCLUSION: 

The main objective of the Hand gestures based virtual mouse 

and keyboard system is to control the mouse cursor and 

keyboard functions by using the hand gestures instead of 

using a physical mouse or keyboard. The proposed system 

can be achieved by using a webcam or a built-in camera 

which detects the hand gestures and hand tip and processes 

these frames to perform the particular mouse and keyboard 

functions. 

From the results of the model, we can come to a conclusion 

that the proposed Hand gestures virtual mouse and keyboard 

system has performed very well and has a greater accuracy 

compared to the existing models and also the model 

overcomes most of the limitations of the existing systems. 

Since the proposed model has greater accuracy, it can be used 

for real-world applications, and also, it can be used to reduce 

the spread of COVID-19, since the proposed mouse and 

keyboard system can be used virtually using hand gestures 

without using the traditional physical mouse or keyboard. 

The model has some limitations such as small decrease in 

accuracy in scrolling mouse function and some difficulties in 

clicking and dragging to select the text and pinch gesture for 

keyboard keys selection, also not all the keyboard’s keys are 

available in the proposed model. Hence, we will work next to 

overcome these limitations by improving the finger tip 

detection algorithm to produce more accurate results and 

more keyboard’s keys implementation. 
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