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Abstract - This project focuses on developing a system that can 

recognize handwritten characters using machine learning and 

deep learning techniques. Handwritten character recognition 

helps convert written text into digital form, which is useful for 

document digitization and automation. The system uses image 

processing to clean and prepare the input, and a Convolutional 

Neural Network (CNN) model is trained to identify the characters. 

Well-known datasets like MNIST are used to train and test the 

model. The aim is to build an accurate and efficient system that 

can recognize various handwritten letters and numbers with high 

accuracy. 
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I. INTRODUCTION 

Handwritten Character Recognition (HCR) is the process of 

automatically identifying and converting handwritten letters or 

numbers into digital text. It plays an important role in many real-

world applications like reading postal addresses, scanning exam 

papers, or digitizing old handwritten documents. With the 

growing use of digital technologies, converting handwritten 

information into machine-readable format has become more 

useful and necessary. 

 

Deep Learning (DL), a more advanced form of ML, employs 

multi-layered neural networks to process large datasets, 

enabling more accurate and complex decision-making. Unlike 

traditional ML algorithms, DL models can automatically extract 

and learn hierarchical features from raw data. This makes them 

particularly effective for high-dimensional data such as images, 

audio, and text. Deep Neural Networks (DNN), Deep Belief 

Networks (DBN), Convolutional Neural Networks (CNN), and 

Recurrent Neural Networks (RNN) are widely applied in diverse 

applications, including speech recognition, natural language 

processing (NLP), bioinformatics, medical imaging, and 

autonomous vehicles. 

 

 
The project begins with collecting or using existing datasets of 

handwritten characters, such as the MNIST dataset. Then, we 

preprocess the images by converting them to grayscale, resizing 

them, and removing noise. These steps help the system learn 

better. After that, the data is used to train a CNN model. The 

model learns to understand the features of each character and 

can later predict new, unseen characters.ML techniques include 

Supervised, Unsupervised, and Reinforcement Learning. While 

supervised learning uses labelled data for training, unsupervised 

learning deals with unlabelled data to identify hidden patterns. 

Deep Learning (DL), a subset of ML, overcomes the limitations 

of conventional algorithms by offering superior accuracy even 

on large datasets. Traditionally, recognizing handwritten 

characters was a difficult task for computers due to variations in 

writing styles, shapes, sizes, and angles. No two people write 

exactly the same way, and even the same person may write the 

same letter differently at different times. These challenges make 

it hard for simple rule-based systems to work well. 

The goal of this project is to create a reliable and accurate 

recognition system that works well with different handwriting 

styles. The system can be used in many fields such as education, 

government, and business, where reading and processing 

handwritten data is still common. By using machine learning 

and deep learning, this project shows how modern technology 

can solve real-world problems in a smart and efficient way. 

 

II. RELATED WORK 

Many researchers and developers have worked on the problem 

of recognizing handwritten characters using different 

techniques. Earlier methods used rule-based systems and 

traditional image processing, where features like edges, shapes, 

and strokes were manually identified. However, these methods 

were limited because they could not handle variations in 

handwriting styles, sizes, and angles. 

 

With the growth of machine learning, better approaches were 

introduced. Algorithms like Support Vector Machines (SVM), 

k-Nearest Neighbors (k-NN), and Decision Trees were used to 

classify characters based on extracted features. These models 

improved accuracy but still required manual feature extraction, 

which was time-consuming and less flexible. 

 

More recently, deep learning, especially Convolutional Neural 

Networks (CNNs), has become the most popular and effective 

method for handwritten character recognition. CNNs 

automatically learn important features from images, reducing 

the need for manual work. They have shown excellent results 

on datasets like MNIST, which contains thousands of 

handwritten digit samples. Projects using CNNs have achieved 

accuracy rates above 98%, making them suitable for real-world 

use. 

 

Several tools and libraries like TensorFlow, Keras, and 

PyTorch have made it easier to implement deep learning 

models. Some researchers have also explored using Recurrent 

Neural Networks (RNNs) and combining CNNs 

with RNNs for recognizing entire handwritten words and 

sentences. 
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In summary, past work has evolved from basic image 

processing to advanced deep learning techniques. These 

developments show that using CNNs and large datasets can 

build highly accurate and reliable handwritten character 

recognition systems. 

 

 

III. ALGORITHM AND TECHNIQUES 

 

Support Vector Machines (SVMs) are good for tasks like image 

and handwritten character recognition, especially when the data 

has many features — like the 784-pixel input images we use. 

However, SVMs are slow to train on large datasets, such as ours 

with 42,000 samples. 

To solve this, we use a method called SVM-KNN, inspired by 

a study from UC Berkeley. Instead of training the SVM on the 

entire dataset, we first use K-Nearest Neighbors (KNN) to find 

a small group of similar samples. Then we apply the SVM only 

to this smaller group. This makes training faster and more 

focused. 

This method works well because SVMs perform best when 

classifying fewer, more relevant examples. It also mimics how 

humans recognize things — first doing a quick guess, then 

refining it with more focus. 

 

Benchmark 

To measure how well our model performs, we will compare 

 it to a benchmark model from Kaggle. This benchmark uses 

a simple Random Forest and gets 93% accuracy on the test 

data. That means it correctly predicts 93 out of 100 characters. 

Our goal is to build a model that does better than this 

benchmark. 

 

 

IV. METHODOLOGY 

To build a system that can recognize handwritten characters, we 

follow a series of steps. Each step helps the system learn better 

and give more accurate results. 

• Collecting Data: We start by using a dataset of handwritten 

characters, like MNIST or EMNIST. These datasets 

contain many images of handwritten digits or letters along 

with the correct labels, which the system uses to learn. 

• Preparing the Data: Turning colored images into black 

and white (grayscale), Resizing all images to the same size, 

Cleaning the images to remove any extra marks or 

background noise, Normalizing the pixel values so they are 

between 0 and 1. 

• Model Selection: We use a Convolutional Neural 

Network (CNN), a deep learning model that works very 

well with image data. 

• Training the Model: We split the data into two parts — one 

for training and one for testing. 

• Model Testing and Evaluation: After training, the model 

is tested on new, unseen data to see how well it performs. 

We use accuracy and confusion matrix to evaluate how 

good the model is at recognizing characters. 

• Prediction: Once trained, the model can take new 

handwritten input and predict what character it represents. 

 

 

 

V. IMPLEMENTATION 

Our SVM-KNN method works like this: When we want to 

classify a new data point, we first measure how close it is to 

all the examples in our training set using Euclidean distance, 

and then select the K closest ones—these are its nearest 

neighbors. If all these K neighbors have the same label, we 

simply assign that label to the new point and stop there. 

However, if the neighbors have different labels, we look at 

how similar they are to each other by computing the distances 

between them. We then turn those distances into a special 

format called a kernel matrix, which helps us use a more 

advanced method called a Support Vector Machine (SVM). 

This SVM is trained only on those K neighbors, and we use it 

to decide the final label for the new point. 

 
Our implementation of the SVM-KNN method gave good 

classification results. It worked well by combining the speed 

of KNN with the accuracy of SVM when needed. Using PCA 

helped reduce data size, and cross-validation ensured fair 

testing. Overall, the method was efficient and gave reliable 

predictions on test data. 

    

      

VI. COMPARATIVE ANALYSIS 

Approach Accuracy Precision Recall F1-Score 

SVM 96.03% 95.5% 96.2% 95.85% 

CNN 97.90% 97.8% 98.0% 97.9% 

 

 

VII. TRAINING PHASE 

First, the system is trained on letters and numbers (alpha-

numerals). Then, it learns special characters like dots, commas, 

and apostrophes. Once all 36 main characters are learned, 

training moves to special characters. After both parts are 

trained, the system is tested for accuracy. A decision tree 

classifier is used to organize characters by similar features, 

grouping similar ones together to help the system recognize 

them more effectively. 
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RESULT AND DISCUSSION 

 

The results of our handwritten character recognition project 

showed that different models performed with varying levels of 

accuracy. Among the machine learning models, SVM gave 

strong results, while KNN and Decision Tree were slightly less 

accurate. However, the deep learning model (CNN) gave the 

best performance, accurately recognizing characters even with 

slight variations in handwriting. The system was first trained on 

letters and numbers, then on special characters like dots and 

commas. After training, we tested the system, and the CNN 

model achieved the highest accuracy. This shows that deep 

learning is more effective for complex pattern recognition tasks 

like handwriting. 

 

 
 

 

                                CONCLUSION  

 

Deep learning has been one of the most powerful methods used 

for handwritten character recognition. It works well for 

identifying characters from scanned images. This is especially 

important for converting handwritten Gujarati text into digital 

form. The main goal is to create a system that can read and 

understand handwritten characters automatically. Deep 

learning makes this possible by handling image data effectively 

and learning patterns without needing manual feature selection. 

From this, we understand that developing such a system is 

essential, and deep learning is a great tool to make this process 

faster, more accurate, and easier to implement. 
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