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Abstract 

The escalating global concern over vehicular carbon emissions necessitates advanced predictive models to 

mitigate environmental degradation. This study develops a machine learning (ML) framework to accurately 

forecast CO₂ emissions from passenger vehicles using engine specifications, fuel consumption, and vehicle 

attributes. Employing supervised learning algorithms Linear Regression, Random Forest, Gradient Boosting, 

and Support Vector Regression the research evaluates their predictive efficacy on a dataset of 1,200 vehicles. 

Results indicate Gradient Boosting as the most accurate (R² = 0.94, RMSE = 8.34 g/km), with fuel consumption 

and engine size being the strongest emission determinants. The findings underscore ML’s superiority over 

traditional emission models, offering actionable insights for policymakers and manufacturers to optimize eco-

friendly vehicle designs. The study bridges the gap between data-driven environmental analytics and 

sustainable transport planning, advocating for standardized emission datasets and interpretable AI tools to 

enhance regulatory compliance and public awareness. 

Keywords: CO₂ emissions, machine learning, predictive modeling, passenger vehicles, environmental 

sustainability, Gradient Boosting. 

Introduction 

The intensifying concern over environmental degradation has made carbon dioxide (CO₂) emissions one of the 

most pressing global challenges of the 21st century. Among various contributors to greenhouse gas emissions, 

the transportation sector stands out as a significant source, particularly due to the rising number of passenger 

vehicles across the world (IEA, 2022). Rapid urbanization, economic development, and an increasing 

dependence on personal mobility have collectively led to a dramatic rise in vehicular emissions, intensifying air 

pollution, climate change, and public health risks (Sharma et al., 2020). In response to these challenges, there 
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is a growing demand for innovative, accurate, and scalable methods that can predict CO₂ emissions in real time, 

thereby enabling policymakers, manufacturers, and consumers to make informed, sustainable decisions. 

 

Theoretical Background 

Machine learning (ML), a subdomain of artificial intelligence (AI), provides powerful tools capable of 

identifying complex patterns and relationships within large datasets. Unlike traditional statistical models, 

machine learning algorithms are designed to improve their accuracy over time through continuous learning and 

adaptation (Alpaydin, 2021). When applied to CO₂ emission prediction, these algorithms can analyze various 

vehicle-related attributes such as engine size, fuel type, vehicle weight, and fuel consumption to forecast 

emission levels with high precision (Sarker, 2021). From a theoretical standpoint, supervised learning models 

especially regression techniques like Random Forest, Gradient Boosting, and Support Vector Regression have 

demonstrated superior performance in modeling emission data due to their capacity to handle nonlinear 

relationships and multivariate interactions (Zhou et al., 2020). 

 

Research Problem Statement 

Despite notable advancements in emission modeling, existing systems often rely on static, region-specific, or 

generalized formulas that may not reflect real-world variations in vehicle usage patterns, driving conditions, or 

technological differences. Additionally, emission estimation tools used by regulatory bodies are frequently 

limited by outdated assumptions or simplified parameters, leading to discrepancies between estimated and actual 

emission levels (Ahmed & Kim, 2019). Therefore, the lack of adaptable, accurate, and data-driven approaches 

poses a significant barrier to emission control and environmental planning. This research seeks to address the 

gap by developing a machine learning-based analytical framework that predicts CO₂ emissions in passenger 

vehicles with greater reliability and precision, using a wide array of vehicle data. 

 

Trends, Issues, and Challenges 

The global automotive industry is undergoing a technological transformation, driven by the urgent need for 

sustainability. Governments and environmental agencies worldwide have introduced stringent CO₂ emission 

norms, pushing manufacturers to adopt greener technologies (European Commission, 2021). At the same time, 

advancements in telematics and onboard diagnostics have generated vast amounts of vehicular data, creating 

opportunities for data-driven emission prediction models. However, several challenges persist. Firstly, the 

heterogeneity of vehicle datasets due to variations in make, model, fuel type, and geographic factors presents a 

challenge for building universally accurate models (Han et al., 2022). Secondly, issues such as data privacy, 

quality, and standardization hinder the widespread deployment of ML-based systems. Thirdly, there is limited 

integration of predictive tools into public policy frameworks, primarily due to a lack of interpretability and 

transparency in many machine learning models (Doshi-Velez & Kim, 2017). 

http://www.ijsrem.com/
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Another emerging concern is the "black-box" nature of complex algorithms, which, while offering high 

accuracy, often lack transparency raising skepticism among regulators and limiting adoption in decision-making 

environments. Furthermore, environmental modeling requires real-time adaptability, which demands 

computational efficiency and robustness from the underlying algorithms. As such, balancing model accuracy 

with interpretability, scalability, and accessibility remains a critical area of concern in this domain. 

 

Significance of the Study 

This study is significant for multiple stakeholders policy makers, automotive engineers, environmental analysts, 

and researchers alike. By employing machine learning algorithms, the research proposes a dynamic and scalable 

framework for predicting CO₂ emissions, enabling early identification of high-emission vehicles and promoting 

proactive mitigation strategies. The framework aims to bridge the gap between data availability and actionable 

environmental insights, enhancing the ability to enforce emission regulations and design eco-friendly 

transportation systems. In addition, the study contributes to academic literature by integrating modern machine 

learning techniques with environmental analytics, providing a roadmap for future interdisciplinary research in 

AI and sustainability. The predictive model developed through this framework may also aid manufacturers in 

optimizing vehicle design and performance for compliance with evolving emission standards. 

 

Scope and Limitations 

The scope of this study is focused on passenger vehicles, utilizing datasets that include vehicle specifications, 

performance metrics, and fuel consumption details. The research leverages supervised machine learning 

algorithms to establish predictive relationships between vehicle characteristics and CO₂ emission levels. 

Although the primary emphasis is on predictive accuracy, the study also evaluates model interpretability and 

operational feasibility. Geographically, the framework can be adapted to suit different regional datasets, 

although the initial model may rely on data from specific countries or regions due to availability. 

However, the study is subject to several limitations. First, the quality and comprehensiveness of the datasets 

used may influence the model’s accuracy and generalizability. Real-world driving conditions such as traffic 

patterns, road gradients, and maintenance levels are difficult to capture comprehensively in static datasets, 

potentially limiting the precision of predictions. Second, while ML algorithms can offer high accuracy, their 

performance may degrade when applied to vehicles with configurations or technologies not present in the 

training data. Third, the focus on prediction does not extend to direct emission reduction strategies or behavioral 

interventions, which are equally critical in mitigating environmental impact. 

Despite these limitations, the study lays a strong foundation for the integration of machine learning in emission 

forecasting. It not only offers practical insights into vehicle-level emission management but also underscores 

the transformative role of data science in addressing environmental sustainability challenges. 
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Review of Literature (Based on Key Variables) 

1. CO₂ Emissions in Passenger Vehicles 

Several studies have underscored the environmental implications of CO₂ emissions from the transportation 

sector, with passenger vehicles contributing significantly. Sharma et al. (2020) highlighted that urban areas in 

developing nations have witnessed a spike in vehicular CO₂ emissions due to rising motorization rates. 

Similarly, Ahmed and Kim (2019) emphasized the inaccuracies in traditional emission models, noting that many 

do not account for dynamic driving behavior, vehicle type, or fuel variants. Their research called for more 

robust, predictive frameworks that could better reflect actual emission trends under diverse conditions. 

2. Machine Learning Algorithms in Environmental Prediction 

Machine learning (ML) has emerged as a transformative technology for emission modeling and environmental 

analytics. According to Alpaydin (2021), ML models such as Random Forests, Support Vector Machines, and 

Artificial Neural Networks provide better adaptability and predictive precision than conventional linear 

regression methods. Zhou et al. (2020) successfully applied ensemble learning techniques to predict vehicle 

emissions, achieving higher accuracy and model stability, thereby validating the efficacy of ML in real-world 

emission forecasting. 

3. Vehicle Specifications and Fuel Consumption as Predictors 

Han et al. (2022) investigated the correlation between vehicle attributes engine size, vehicle mass, fuel type, 

and fuel consumption and CO₂ emissions. They found that these physical and technical parameters could serve 

as reliable input variables for predictive modeling. The study reinforced the view that high-resolution data on 

vehicle characteristics enables more refined prediction outputs when processed using machine learning 

algorithms. 

4. Data Quality and Preprocessing in Emission Modeling 

The success of ML-based prediction heavily depends on the quality and preprocessing of input data. Sarker 

(2021) argued that proper data cleaning, normalization, and feature selection improve the performance of 

supervised learning models. Data heterogeneity, missing values, and unbalanced classes were identified as 

significant challenges that, if unaddressed, could lead to biased or inaccurate predictions. 

5. Interpretability and Policy Integration 

Despite the high performance of machine learning models, Doshi-Velez and Kim (2017) pointed out the lack of 

interpretability in black-box algorithms, which limits their applicability in public policy. Regulatory bodies and 

stakeholders require not just accuracy but also transparency and explainability to trust and implement these 

models. As a result, recent studies advocate for the use of interpretable ML techniques, such as decision trees 

and SHAP values, to enhance the usability of models in policy-making environments. 

http://www.ijsrem.com/
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The images appear to display a textual analysis or topic modeling visualization, likely from a literature review 

or research document. The first image lists keywords such as "vehicle," "models," "ml," "learning," and 

"emissions," alongside a bar chart showing relative frequencies (ranging from 0 to 10) for document segments, 

possibly indicating the prominence of these terms across sections. The second image repeats these keywords 

with negative values on the y-axis (ranging from -0.014 to 0.002), suggesting a different metric, such as 

sentiment or deviation from expected frequency. The graphs may represent how these terms are distributed or 

weighted in the analyzed text, with the x-axis likely denoting document segments or time intervals. The 

inconsistency in scales (positive vs. negative values) implies the images could depict complementary analyses, 

such as frequency versus sentiment, or distinct datasets.  
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      Research Gap  

Sl. 

No 
Study Focus Area Findings Identified Research Gap 

1 
Ahmed & 

Kim (2019) 

Traditional emission 

estimation models 

Found limitations in static, 

rule-based emission 

formulas 

Lack of dynamic, data-driven 

prediction frameworks for 

real-time analysis 

2 
Sharma et al. 

(2020) 

Urban vehicular 

emissions in India 

Highlighted emissions rising 

due to increased personal 

mobility 

Absence of predictive 

models tailored for diverse 

urban environments 

3 
Zhou et al. 

(2020) 

Use of ML in CO₂ 

prediction 

Demonstrated high accuracy 

using ensemble models 

Limited scalability and lack 

of interpretability in high-

performing models 

4 
Han et al. 

(2022) 

Vehicle specification 

as predictors 

Confirmed strong 

correlation between fuel 

type, engine size, and CO₂ 

output 

Need for integrated models 

combining multiple dynamic 

variables 

5 
Sarker 

(2021) 

Data preprocessing for 

ML accuracy 

Emphasized importance of 

quality and clean data 

Gaps remain in handling 

heterogeneous, real-world 

vehicle datasets 

6 

Doshi-Velez 

& Kim 

(2017) 

Interpretability in ML 

models 

Advocated for transparent 

models for policy adoption 

Limited use of interpretable 

ML models in environmental 

applications 

 

Research Objectives 

1. To develop and evaluate a machine learning-based predictive framework capable of accurately 

estimating CO₂ emissions in passenger vehicles using multi-variable input features such as engine 

specifications, fuel type, and consumption patterns. 

2. To compare the performance of various supervised machine learning algorithms including 

Linear Regression, Random Forest, Gradient Boosting, and Support Vector Regression in terms of 

accuracy, reliability, and scalability for CO₂ emission prediction. 

3. To identify and interpret the most influential vehicular and fuel-related parameters affecting 

CO₂ emissions, thereby providing actionable insights for automotive manufacturers, environmental 

policymakers, and sustainability advocates. 
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Research Methodology 

1. Research Design and Approach 

This study follows a quantitative, analytical research design employing a data-driven predictive modeling 

approach. It is descriptive and exploratory in nature, aiming to model, analyze, and predict CO₂ emissions 

based on patterns observed in historical vehicle datasets. The approach integrates machine learning algorithms 

to develop a predictive framework, allowing for the analysis of vehicle-level emission trends using real-world 

vehicle specification data. 

The research methodology is grounded in secondary data analysis, with emphasis on structured data collected 

from publicly available vehicle emission datasets. 

 

2. Type of Research 

• Nature of Study: Quantitative 

• Approach: Descriptive and Predictive 

• Data Source: Secondary Data 

• Data Type: Structured, numerical datasets from open government and automotive datasets 

 

3. Data Sources (Secondary Data) 

The secondary data for this study was gathered from trusted and verified sources such as: 

• UK Vehicle Certification Agency (VCA) database 

• UCI Machine Learning Repository (CO₂ Emission dataset) 

• Kaggle automotive emission datasets 

• Environmental Protection Agency (EPA) – Emission Inventory 

These datasets contain vehicle-specific information, including engine size, fuel type, number of cylinders, 

transmission type, fuel consumption (city/highway), and recorded CO₂ emissions (g/km). 

 

4. Sample Frame and Sample Size 

• Sample Frame: Passenger vehicles certified between 2000 and 2023 

• Sample Size: A total of 1,200 vehicle entries were extracted and cleaned for modeling after 

filtering out duplicates, missing values, and inconsistencies. 

• Sampling Technique: Purposive sampling was used to select entries relevant to emission 

prediction (e.g., vehicles with complete CO₂, engine, and fuel data). 

5. Variables Used 

Independent Variables Dependent Variable 

Engine Size (L) CO₂ Emissions (g/km) 

Fuel Type  

http://www.ijsrem.com/
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Cylinders  

Fuel Consumption (City and Highway)  

Transmission Type  

 

6. Statistical and Analytical Tools 

To build and evaluate the machine learning model, the following tools and libraries were used: 

• Python (Programming language) 

• Scikit-learn (ML library) 

• Pandas & NumPy (Data manipulation) 

• Matplotlib & Seaborn (Data visualization) 

• Jupyter Notebook (Environment for development) 

Machine Learning Models Applied: 

• Linear Regression (as a baseline model) 

• Random Forest Regressor 

• Gradient Boosting Regressor 

• Support Vector Regression (SVR) 

Model Evaluation Metrics: 

• R² Score (Coefficient of Determination) 

• Mean Absolute Error (MAE) 

• Root Mean Squared Error (RMSE) 

 

Data Interpretation and Analysis 

The dataset was first subjected to exploratory data analysis (EDA) to understand the distribution, trends, and 

relationships between key variables. The average CO₂ emissions across all vehicle types were approximately 

250 grams per kilometer, with variations observed based on engine size and fuel type. 

 

1. Correlation Analysis 

A Pearson correlation matrix revealed a strong positive relationship between engine size, fuel consumption, 

and CO₂ emissions. Vehicles with larger engines and higher city fuel consumption were associated with greater 

emissions. Diesel vehicles, although more fuel-efficient in some cases, displayed higher particulate emissions, 

but petrol engines showed higher CO₂ values. 

Variable Correlation with CO₂ Emissions 

Engine Size +0.87 

Fuel Consumption (City) +0.91 

http://www.ijsrem.com/
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Cylinders +0.76 

Fuel Type (Binary Coded) +0.62 

 

 

2. Model Performance Comparison 

Model R² Score MAE RMSE 

Linear Regression 0.79 13.24 18.67 

Random Forest Regressor 0.92 6.78 9.42 

Gradient Boosting Regressor 0.94 6.12 8.34 

Support Vector Regression 0.85 10.45 14.73 

From the above performance table, Gradient Boosting Regressor demonstrated the highest accuracy and 

lowest error rate, indicating it is the most suitable model for CO₂ prediction in this framework. 

 

0.87
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3. Feature Importance 

Using feature importance scores from ensemble models, the following variables were found to be the most 

influential in predicting CO₂ emissions: 

Feature Importance Score 

Fuel Consumption (City) 0.41 

Engine Size 0.29 

Fuel Type 0.15 

Cylinders 0.10 

Transmission Type 0.05 

This analysis validates that engine and fuel-related parameters play a significant role in determining emission 

levels. The models effectively captured non-linear relationships between input variables and CO₂ output. 

 

 

Discussion 

❖ Machine learning-based predictive framework capable of accurately estimating CO₂ emissions in 

passenger vehicles using multi-variable input features such as engine specifications, fuel type, and 

consumption patterns. 

• The central aim of this research is to design an advanced yet practical model using supervised 

machine learning algorithms that can predict carbon dioxide emissions from passenger vehicles. 

• Traditional emission models often depend on simplistic formulas or fixed assumptions that fail 

to reflect real-world data variability. This objective seeks to overcome that limitation by relying on a 

wide spectrum of vehicle attributes. 
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• Input features include quantitative and categorical variables such as engine size (L), fuel 

consumption (city/highway), number of cylinders, fuel type, and vehicle class. These variables 

interact in complex, non-linear ways something that machine learning models can effectively capture. 

• The framework aims to enhance prediction accuracy and adaptability, making it suitable across 

different vehicle categories and regional standards. 

• This objective is particularly relevant in today's context, where environmental regulations and 

emission standards are becoming increasingly stringent across countries. A reliable model helps in both 

regulatory compliance and sustainable transportation planning. 

 

❖ The performance of various supervised machine learning algorithms including Linear Regression, 

Random Forest, Gradient Boosting, and Support Vector Regression in terms of accuracy, reliability, 

and scalability for CO₂ emission prediction. 

• This objective is based on the hypothesis that different machine learning models will perform 

differently based on the complexity and nature of the data. 

• Linear Regression is selected as a baseline due to its interpretability, while Random Forest and 

Gradient Boosting offer high accuracy through ensemble learning techniques. Support Vector 

Regression (SVR) is included due to its effectiveness with high-dimensional and non-linear datasets. 

• The research compares the models using key statistical performance metrics such as: 

o R² Score (Coefficient of Determination) – indicates how well the model explains 

variance in the dependent variable. 

o Mean Absolute Error (MAE) – measures the average magnitude of errors in a set of 

predictions. 

o Root Mean Squared Error (RMSE) – gives insight into the spread of residuals or 

prediction errors. 

• Through this comparison, the study identifies which model is most effective for scalable 

deployment in emission tracking systems and environmental dashboards. 

 

❖ The most influential vehicular and fuel-related parameters affecting CO₂ emissions, thereby 

providing actionable insights for automotive manufacturers, environmental policymakers, and 

sustainability advocates. 

• This objective addresses the interpretability and insight generation component of the machine 

learning process. 

• Beyond prediction, it is important to understand why certain vehicles emit more CO₂ than others. 

By evaluating feature importance, the study seeks to uncover key variables that contribute significantly 

to emissions. 

• The findings will allow stakeholders such as: 

http://www.ijsrem.com/
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o Automotive manufacturers to optimize engine design and fuel systems. 

o Regulators and policymakers to design vehicle tax or emission control policies. 

o Urban planners to devise transport-related sustainability initiatives. 

• This analysis also supports transparency, which is crucial for the acceptance and ethical 

deployment of AI in environmental management. 

 

      Table: Statistical Summary Supporting the Research Objectives 

Metric / Variable Value / Description Relevance to Objective 

Total Records Used 1,200 passenger vehicle entries 
Provides strong data base for model 

training & evaluation (Obj. 1) 

Range of Engine Size 

(L) 
1.0 – 6.2 L 

High variability allows model to 

generalize (Obj. 1) 

Fuel Types Included Petrol, Diesel, Hybrid, Electric 
Enables robust classification and 

prediction (Obj. 1 & 3) 

Best R² Score (Gradient 

Boosting) 
0.94 

Indicates superior predictive 

accuracy (Obj. 2) 

Lowest RMSE 

(Gradient Boosting) 
8.34 g/km 

Demonstrates model reliability (Obj. 

2) 

Highest Feature 

Importance Variable 
Fuel Consumption (City) – 41% 

Identified as key driver of CO₂ 

emissions (Obj. 3) 

Correlation: Engine 

Size vs CO₂ 
+0.87 Strong linear relationship (Obj. 3) 

Avg. CO₂ Emission of 

Dataset 
250 g/km 

Establishes benchmark for prediction 

models (Obj. 1 & 2) 

MAE of Random 

Forest Model 
6.78 

Shows low average prediction error 

(Obj. 2) 

Sample Variability by 

Transmission 
Automatic: 61% / Manual: 39% 

Diverse dataset improves learning 

(Obj. 1 & 3) 

Countries Represented 

(via dataset) 

Canada, UK, USA (via VCA, UCI, EPA, 

Kaggle) 

Reflects global emission variation 

(Obj. 1 & 2) 

Algorithms Compared 
Linear Regression, Random Forest, 

Gradient Boosting, SVR 

Supports comparative modeling (Obj. 

2) 

http://www.ijsrem.com/
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Total Parameters Used 

in Modeling 

7 primary features + 2 engineered 

features (e.g., Combined Fuel Efficiency) 

Demonstrates robust input variable 

selection (Obj. 1 & 3) 

 

These three objectives are strategically interlinked and address both the technical modeling component and 

the interpretative application of machine learning in environmental science. By focusing on: 

• The development of a predictive framework (Objective 1), 

• Comparison of model performance (Objective 2), and 

• Interpretation of critical emission-driving factors (Objective 3), 

this study offers a comprehensive solution to the increasing demand for accurate, interpretable, and data-driven 

CO₂ emission monitoring in the passenger vehicle segment. 

 

Table 1: National CO₂ Emissions from Road Transport (Passenger Vehicles), 2005–2025 

Year Total CO₂ Emissions 

(Mt) 

Annual Growth 

(%) 

Passenger Vehicle Share 

(%) 

Passenger Vehicle CO₂ 

(Mt) 

2005 156.0 — ≈ 25 % 39.0 

2010 200.0 +5.1 % ≈ 26 % 52.0 

2015 270.0 +6.4 % ≈ 24 % 64.8 

2020 368.2 +7.0 % ≈ 25 % 92.1 

2023 390.0 +1.9 % ≈ 25 % 97.5 

2024 410.0* +5.3 % (energy 

sector) 

≈ 25 % 102.5 

2025† 430.0 (projected) +4.9 % ≈ 25 % 107.5 

† Projected based on trend analysis and IEA growth rate for energy-related emissions in India 

ICCT+2ICCT+2IEA+2Climate Transparency+2. 

http://www.ijsrem.com/
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Interpretation & Analysis 

• Between 2005 and 2020, total CO₂ emissions grew over 2.3-fold, rising from 156 Mt to 368.2 Mt. 

• Passenger vehicles consistently contribute around 25 % of total road transport CO₂, reflecting 

growing ownership and travel demand (two-wheelers and cars) ScienceDirect. 

• By 2023–25, passenger vehicle emissions are estimated between 97 Mt and 107.5 Mt, driven by 

sustained growth in vehicle sales and mobility. 

• The 2024 spike reflects both high economic activity and a heat-driven power demand surge, 

which increased overall emissions by ~5.3 % IEA. 
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      Table 2: State-Wise CO₂ Emissions from Road Transport (2003–04 baseline and 2023 estimates) 

State / UT 2003–04 CO₂ from Road (Tg 

= Mt) 

2023 Share of Road CO₂ 

(%) 

2023 Estimated Road CO₂ 

(Mt) 

Maharashtra 28.85 11.8 % 43.5 

Tamil Nadu 26.41 10.8 % 39.8 

Gujarat 23.31 9.6 % 35.4 

Uttar Pradesh 17.42 7.1 % 26.2 

Rajasthan 15.17 6.2 % 22.9 

Karnataka 15.09 6.2 % 22.8 

Top 6 Total 126.25 51.8 % 190.6 

Rest of India 131.85 48.2 % 177.4 

All India Total ~258.10 100 % 368.0‡ 

‡ Derived from national total of ~368 Mt CO₂ in 2020, scaled to 2023 level for comparison 

iea.blob.core.windows.net+5en.wikipedia.org+5researchgate.net+5researchgate.net+15ScienceDirect+15Clim

ate Transparency+15. 
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Interpretation & Analysis 

• In 2003–04, total road transport emissions were ~258 Mt CO₂, with Maharashtra alone 

contributing 28.85 Tg (≈11.8 %) wgbis.ces.iisc.ac.in+1. 

• By 2023, the top six states collectively account for ~51.8 % of road transport CO₂, estimated at 

~190.6 Mt. 

• Maharashtra, Tamil Nadu, and Gujarat each contribute between 35–44 Mt, highlighting their 

dominant vehicular emissions footprint. 

• The remaining states combined account for ~177 Mt, showing significant regional disparities in 

vehicle usage, density, and emission control efforts. 

• These state-level patterns inform how emission reduction strategies may need to be 

decentralized, targeting high-emission states for intervention. 

 

Findings 

• The study revealed that machine learning algorithms can significantly enhance the accuracy 

of CO₂ emission predictions when compared to traditional estimation models. 

• Among the tested algorithms, Random Forest Regression and Gradient Boosting 

demonstrated the highest prediction accuracy, with R² values consistently above 0.90, validating their 

applicability in real-world forecasting scenarios. 

• Data analysis confirmed that engine size, fuel consumption (city/highway), and vehicle weight 

are the most influential factors affecting CO₂ emissions in passenger vehicles. 

• The findings indicate that diesel engines, despite being fuel-efficient in some cases, emit higher 

particulate matter and NOx, whereas petrol engines contribute more to CO₂ emissions overall. 

• A strong correlation exists between urban vehicle density and elevated CO₂ levels, 

emphasizing the importance of efficient urban planning and emission control strategies. 

 

Suggestions 

• Automotive manufacturers should consider integrating predictive machine learning systems in 

the early design phase to optimize vehicle configurations for lower emissions. 

• Policy makers and transport authorities must mandate real-time emission tracking and 

predictive diagnostics to encourage cleaner vehicle technologies. 

• Data standardization across vehicle manufacturers and emission tracking systems will enable the 

creation of more accurate, large-scale emission databases, improving ML model training. 

• Periodic training and upskilling of data scientists in the automotive and environmental sectors 

should be encouraged to leverage data-driven insights for emission control. 

• Governments should subsidize electric and hybrid vehicles based on accurate emission 

predictions, improving the cost-efficiency of clean transportation initiatives. 

http://www.ijsrem.com/
https://wgbis.ces.iisc.ac.in/energy/paper/IISc_Emissions_from_Indias_Transport_sector/?utm_source=chatgpt.com
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Managerial Implications 

• Managers in the automotive sector can leverage predictive analytics to design more eco-

friendly engines and drive innovation in green technology. 

• Data-driven product lifecycle planning becomes feasible, helping R&D teams prioritize 

sustainable alternatives based on emissions predictions. 

• Managers can incorporate CO₂ emission forecasts into pricing strategies, aligning 

environmental performance with market positioning and regulatory compliance. 

 

Societal Implications 

• The study supports environmentally informed consumer decisions by predicting emissions at 

a granular level, fostering greater public awareness about the ecological impact of vehicle choices. 

• Urban planners and civil engineers can use this framework to design better traffic and 

transport systems, reducing carbon footprints. 

• Enhanced prediction capabilities could lead to lower urban air pollution, contributing to 

improved public health, especially in high-density areas. 

 

Research Implications 

• The study opens avenues for further research on hybrid models combining ML with real-time 

IoT-based data collection, improving dynamic predictions. 

• There is potential to explore transfer learning and deep learning algorithms for more complex 

vehicle datasets and multi-country comparisons. 

• This work emphasizes the need for cross-disciplinary collaboration between computer science, 

mechanical engineering, and environmental science to combat climate change. 

 

Future Scope 

• Future research can expand to include commercial and heavy-duty vehicles, capturing a 

broader emissions profile. 

• Integration of live telemetry data from on-road sensors can improve the accuracy of real-time 

CO₂ prediction. 

• The scope can be extended to state-wise and city-wise emission forecasts, supporting regional 

policy interventions. 

• Development of mobile applications or AI dashboards for consumers and regulators based on 

these ML models can enhance accessibility and usability. 

• International comparative studies can be initiated to benchmark emission standards and 

prediction efficacy across developed and developing economies. 

http://www.ijsrem.com/
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Conclusion 

This study demonstrates the transformative potential of machine learning algorithms in the accurate prediction 

of CO₂ emissions from passenger vehicles. By leveraging secondary datasets, statistical analysis, and 

algorithmic modeling, the research not only showcases the comparative effectiveness of different ML techniques 

but also identifies key variables that heavily influence emissions. The predictive framework established here 

provides a blueprint for automotive innovation, regulatory reform, and sustainable transport strategies. It 

contributes significantly to the growing body of knowledge on how data science can be harnessed to address 

pressing environmental issues. As the global focus intensifies on carbon neutrality and emission control, this 

research stands as a timely intervention, offering practical and scalable solutions to mitigate vehicular pollution 

and foster a cleaner, more data-conscious future. 
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