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Abstract - The convergence of quantum computing and 

genomic data analysis offers a groundbreaking 

methodology for tackling intricate biological datasets. 

Traditional computational techniques often struggle with 

the complexities of high-dimensional genomic information. 

This study introduces a quantum-enhanced framework for 

cancer type detection, leveraging the capabilities of 

Quantum Support Vector Machines (QSVM). The 

proposed approach showcases significant advancements in 

efficiency, particularly in training speed and scalability, 

highlighting the potential of quantum algorithms as 

valuable extensions to classical methods. The paper also 

addresses the limitations of current quantum hardware 

and explores potential directions for future development. 

Keywords- Machine Learning, Transformer Models, BERT 
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I. INTRODUCTION 

The exponential growth of social media platforms and online 

communities over the past two decades has dramatically 

reshaped the way individuals communicate, share information, 

and express opinions. Platforms like Twitter, Facebook, 

Instagram, and YouTube have enabled unprecedented levels of 

connectivity, fostered global conversations and created spaces 

for free expression. However, alongside these benefits, the 

anonymity and reach provided by these platforms have also led 

to the proliferation of toxic behaviours, including the spread of 

hate speech. Hate speech, broadly defined as any form of 

communication that disparages individuals or groups based on 

attributes such as race, religion, ethnicity, gender, or sexual 

orientation, poses a significant threat to societal harmony and 

individual well-being [1], [2]. 

The rapid expansion of social media platforms and online 

communities over the last two decades has significantly 

transformed global communication, information sharing, and 

opinion expression. Platforms such as Twitter, Facebook, 

Instagram, and YouTube have enabled unparalleled 

connectivity, fostered worldwide conversations and created 

opportunities for self-expression. However, this increased 

accessibility and anonymity have also facilitated the rise of 

harmful behaviours, including the dissemination of hate 

speech. Hate speech refers to communication that demeans 

individuals or groups based on characteristics like race, 

religion, ethnicity, gender, or  

 

 

sexual orientation, posing serious risks to social cohesion and 

personal well-being. 

The effects of hate speech are profound, ranging from 

psychological harm and mental health challenges for victims 

to heightened societal polarization, radicalization, and even 

acts of violence. In response, governments, social media 

companies, and non-governmental organizations are under 

growing pressure to mitigate these issues. However, traditional 

approaches, such as manual content moderation, often fall 

short due to their labour-intensive nature, time constraints, and 

susceptibility to bias. Additionally, the subjective and context-

dependent definition of hate speech further complicates its 

detection and regulation. 

To address these complexities, researchers and practitioners 

have increasingly adopted machine learning (ML) and natural 

language processing (NLP) techniques for automating hate 

speech detection. Early ML approaches utilized classical text 

classification methods, employing features like Bag of Words 

(BoW) and Term Frequency-Inverse Document Frequency 

(TF-IDF) to identify patterns within textual data. While these 

techniques achieved moderate success in identifying overt hate 

speech, they struggled to recognize nuanced elements such as 

sarcasm, implicit hate, and coded language. 

Advancements in ML and deep learning have facilitated the 

development of more sophisticated hate speech detection 

systems. Classical algorithms such as Support Vector 

Machines (SVM) and Naïve Bayes laid the foundation by 

introducing statistical learning models for text analysis. 

However, these approaches often fell short in capturing context 

and sequential patterns, limiting their effectiveness for 

complex datasets. The introduction of deep learning models, 

including Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs), marked a significant 

improvement in analyzing sequential and contextual 

dependencies in language. 

The emergence of transformer-based architectures, particularly 

Bidirectional Encoder Representations from Transformers 

(BERT), has further revolutionized hate speech detection. 

Unlike earlier methods, BERT captures bidirectional context, 

enabling it to interpret word meanings in relation to their 

surrounding text. This capability has significantly enhanced 

the detection of implicit and subtle hate speech, including 

coded expressions and emerging slang. 
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Despite these advancements, several challenges persist in the 

field. Hate speech datasets are often imbalanced, with a limited 

number of hate speech examples compared to non-hateful 

content. This imbalance can hinder model performance and 

introduce bias. Moreover, interpretations of hate speech vary 

across cultures, languages, and personal perspectives, 

complicating efforts to standardize detection methods. The 

evolving nature of language, with the constant emergence of 

new forms of hate speech, adds further complexity. 

This study seeks to comprehensively examine machine 

learning techniques for hate speech detection, comparing 

traditional approaches, deep learning frameworks, and 

transformer-based methods. By analyzing their strengths, 

limitations, and effectiveness on benchmark datasets, this 

paper aims to highlight progress in the field and identify key 

areas for future research. Overcoming these challenges is 

crucial for building scalable, fair, and adaptive hate speech 

detection systems that can keep pace with the ever-changing 

dynamics of online communication. 

 

II. RELATED WORK 

Early methods for detecting hate speech primarily relied on 

rule-based systems that utilized predefined lexicons. While 

these systems provided a straightforward approach, they often 

struggled to account for contextual nuances and failed to 

generalize effectively across diverse inputs. Traditional 

machine learning techniques, including Support Vector 

Machines (SVM) and Naïve Bayes, marked an improvement 

by leveraging features such as n-grams and Term Frequency-

Inverse Document Frequency (TF-IDF). Warner and 

Hirschberg (2012) demonstrated these models' potential; 

however, they required significant feature engineering and 

were limited in handling complex or subtle language. 

Deep learning approaches, such as Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs), 

overcame some of these limitations by automatically learning 

features and identifying relationships within textual data. 

Research by Badjatiya et al. (2017) showed that combining 

CNNs and RNNs achieved superior accuracy compared to 

traditional models. More recently, transformer-based 

architectures like BERT have transformed hate speech 

detection by using contextual embeddings to understand 

linguistic subtleties, consistently outperforming earlier 

methods. 

Despite these advancements, challenges persist, particularly in 

addressing dataset imbalances and adapting to multilingual 

environments. Techniques such as oversampling and synthetic 

data generation, including SMOTE, have been employed to 

mitigate imbalance issues. Additionally, transformer-based 

models like BERT have demonstrated effectiveness in 

handling multilingual contexts, as evidenced by Patel and 

Gupta (2021). However, the ability to detect evolving patterns 

of hate speech and tackle ethical concerns in detection systems 

remains a critical area for future investigation. 

 

 

 

III. LITERATURE REVIEW 

Over the past decade, significant progress has been made in 

recognizing hate speech, driven largely by advancements in 

machine learning (ML) and natural language processing 

(NLP). Initial efforts in this domain predominantly relied on 

rule-based systems. These systems utilized predefined lexicons 

and linguistic patterns to identify harmful content. While they 

were effective in specific scenarios, they often fell short in 

addressing the diverse and complex nature of online language. 

With the adoption of machine learning techniques, models like 

Support Vector Machines (SVM) and Naïve Bayes gained 

popularity. These models were well-suited for processing large 

datasets, utilizing handcrafted features such as word n-grams 

and Term Frequency-Inverse Document Frequency (TF-IDF) 

to detect hate speech. However, their reliance on manual 

feature engineering and limited ability to grasp the subtleties 

of context made them less effective. 

A transformative shift occurred with the advent of deep 

learning. Neural networks, including Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs), 

began to outperform traditional models. By automatically 

extracting features from raw text, these models improved their 

understanding of context and relationships within language. 

Research by Badjatiya et al. in 2017 highlighted the 

effectiveness of combining CNNs and RNNs, demonstrating 

their superiority over earlier methods. 

The emergence of transformer-based models like BERT 

(Bidirectional Encoder Representations from Transformers) 

further revolutionized the field. BERT’s ability to understand 

the meaning of words within their broader context made it 

highly effective in identifying nuanced and subtle forms of hate 

speech. Studies, such as those by Zhang et al. in 2020, showed 

that BERT-based models consistently outperformed traditional 

and deep learning models, especially in dealing with complex 

and context-dependent hate speech. 

Alongside these methodological advancements, researchers 

have tackled challenges such as imbalanced datasets and the 

need for multilingual hate speech detection. Techniques like 

oversampling, undersampling, and synthetic data generation 

(e.g., SMOTE) have been employed to balance datasets. 

Additionally, the global nature of social media has driven the 

development of models that can handle multiple languages. 

Patel and Gupta’s work in 2021 emphasized the importance of 

multilingual capabilities, which account for cultural and 

linguistic diversity. 

Despite the strides made, challenges persist. The rapidly 

evolving nature of language, including the use of coded 

expressions and slang, continues to test the adaptability of hate 

speech detection systems. Ongoing research is needed to 

address these challenges and enhance the robustness of models 

in this domain. 
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IV. METHODOLOGY 

The methodology for detecting hate speech using machine 

learning involves several key steps, including data collection, 

preprocessing, feature extraction, model selection, model 

training, model evaluation, and deployment. 

1. Data Collection: The foundation of any hate speech 

detection system lies in collecting a diverse and 

representative dataset. This includes labeled examples of 

hate speech and non-hate speech, ensuring the system can 

differentiate between the two. Public datasets, such as the 

Hate Speech and Offensive Language dataset by Davidson 

et al. and Kaggle’s Toxic Comment Classification 

Challenge dataset, are commonly used benchmarks. These 

datasets typically include examples spanning various 

types of hate speech, including those based on race, 

religion, or gender, which ensures that the model can 

generalize across different categories of offensive 

language. To enhance robustness, additional data can be 

scraped from social media platforms like Twitter, Reddit, 

or YouTube. However, it is imperative to follow ethical 

guidelines and respect user privacy during the data 

collection process. Labeling this data can be done 

manually or through crowdsourcing, and consistency can 

be maintained using inter-annotator agreement metrics to 

ensure reliability 

 

2. Data Preprocessing: Raw text data must be cleaned and 

formatted to make it suitable for analysis. This involves 

removing irrelevant elements, such as URLs, special 

characters, and emojis, that don’t contribute meaningfully 

to the analysis. Tokenization is used to break the text into 

smaller units, such as words or phrases. Techniques like 

stemming and lemmatization further reduce words to their 

root forms (e.g., converting "running" to "run") for better 

processing. For multilingual datasets, additional steps may 

include translation or the use of language-specific 

embeddings to standardize inputs. In cases where text 

includes colloquial language, slang, or code-switching, 

specialized dictionaries and context-aware preprocessing 

methods may be necessary to improve the model's ability 

to interpret non-standard expressions. 

 

3. Feature Extraction: Transforming text into a format that 

machine learning models can interpret is achieved through 

feature extraction. Traditional methods like Bag of Words 

(BoW) and Term Frequency-Inverse Document Frequency 

(TF-IDF) quantify text by counting word occurrences or 

their relative importance. However, these methods fail to 

capture deeper relationships between words. Advanced 

techniques, such as Word2Vec and GloVe, generate dense 

vector representations of words that reflect semantic 

relationships like synonyms and analogies. For deep 

learning models, pre-trained embeddings such as BERT, 

FastText, or GPT offer even richer contextual information, 

making them particularly effective in capturing subtleties 

like sarcasm or implicit hate speech. 

 

4. Model Selection: Choosing the right machine learning 

model is crucial for successful hate speech detection. 

Traditional algorithms, such as Support Vector Machines 

(SVM), Naïve Bayes, and Random Forest, are efficient for 

smaller datasets and straightforward text classification 

tasks. However, these models struggle with the 

complexities of context-dependent relationships in text. 

Deep learning models like Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks 

(RNNs) are better suited for handling sequential data and 

learning patterns directly from raw input. More recently, 

transformer-based models like BERT have become the 

gold standard for hate speech detection. These models 

offer a bidirectional understanding of context, making 

them highly effective for detecting nuanced and evolving 

language patterns in online communities. 

 

5. Model Training: After selecting a model, it is trained 

using the labeled dataset. The process involves feeding the 

model text data and adjusting its parameters to minimize 

errors. Hyperparameter tuning, through methods like grid 

search or random search, optimizes variables such as 

learning rates, batch sizes, and the number of epochs to 

achieve peak performance. To prevent overfitting and 

ensure the model generalizes well to unseen data, cross-

validation is employed by dividing the data into training 

and validation sets. For datasets with class imbalances—

where hate speech examples may be underrepresented—

techniques like oversampling, undersampling, or synthetic 

data generation (e.g., SMOTE) are used to enhance the 

model’s ability to detect minority classes effectively. 

 

6. Model Evaluation: Evaluating a model’s performance 

involves analyzing its accuracy, precision, recall, and F1-

score. These metrics provide insights into the model’s 

ability to correctly identify hate speech while minimizing 

errors. Visualization tools like confusion matrices 

highlight strengths and areas for improvement, and 

metrics such as the precision-recall curve or AUC-ROC 

curve are particularly useful for imbalanced datasets. Error 

analysis is another critical step, helping to identify patterns 

in the data that the model struggles to classify accurately. 

This feedback is invaluable for refining the model and 

enhancing its overall performance. 

 

7. Deployment: Once trained and evaluated, the model is 

ready for deployment in real-world applications. It can be 

integrated into platforms like social media monitoring 

tools, websites, or chat applications to automatically flag 

hate speech. For these systems to operate efficiently, they 

must handle large volumes of content in real time with 

minimal latency. Periodic retraining is necessary to ensure 

the model adapts to new trends and emerging hate speech 

patterns. Scalability is also essential, as the system must 

manage increasing data volumes without compromising 

accuracy. Ethical considerations, such as minimizing 

biases and maintaining transparency in decision-making, 

are paramount to building trust in automated hate speech 

detection systems. 

The proposed system architecture for hate speech detection is 

designed with a modular and layered approach, as depicted in 

Figure X. It comprises five distinct layers: the User Interaction 

Layer, Application Layer, Processing Layer, Media Handling 

Layer, and Storage Layer. Each layer is tailored to perform 

specific tasks while ensuring smooth communication between 

the components. 

http://www.ijsrem.com/
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The User Interaction Layer serves as the interface between 

the user and the system. Users interact with the system via a 

web browser to upload media files or request predictions. 

These requests are processed by the Flask-based application in 

the Application Layer. This layer acts as the central hub of the 

system, managing incoming user requests and coordinating 

subsequent operations. The Flask application handles three 

primary routes: the root route (/) for basic system access, the 

upload route (/upload) for submitting media files, and the 

prediction route (/predict) that initiates the hate speech 

detection pipeline. The Application Layer ensures smooth 

communication between the user and the underlying 

components. 

 

Fig 1: System architecture for hate speech detection includes five layers: User 

Interaction for handling web requests, Application for route management, 
Processing for speech recognition and hate speech classification with BERT, 

Media Handling for audio/video conversions, and Storage for file management 
and model storage. These layers support text, audio, and video inputs. 

The Processing Layer constitutes the core of the system, 

handling the analysis and classification tasks. Speech 

recognition is performed on audio inputs to transcribe spoken 

content into text. The text is then passed through a 

preprocessing module to remove noise and ensure 

compatibility with the classification model. A pre-trained 

BERT (Bidirectional Encoder Representations from 

Transformers) model is employed to classify the text as hate 

speech or non-hate speech. To enhance interpretability, a Local 

Interpretable Model-Agnostic Explanations (LIME) explainer 

provides detailed insights into the classification outcomes. 

This layer integrates seamlessly with the media handling 

components to process inputs from different formats. 

The Media Handling Layer is responsible for processing and 

converting media files before analysis. Videos uploaded by 

users are converted to audio files using a video-to-audio 

converter, while an audio conversion module ensures that the 

audio format is compatible with the system. These converted 

files are subsequently passed to the Processing Layer for 

transcription and analysis. 

The Storage Layer is used to manage both temporary and 

persistent data. Temporary files generated during the 

intermediate steps of processing are stored here to facilitate 

efficient operation. Additionally, this layer houses the pre-

trained BERT model and tokenizer required for classification, 

ensuring that the system has quick and reliable access to 

essential resources. 

This layered architecture is designed for modularity, 

scalability, and efficiency, allowing the system to handle 

multiple input formats such as text, audio, and video. By 

combining these layers, the system achieves accurate and 

interpretable hate speech detection while ensuring robustness 

and usability. 

 

V. RESULT AND ANALYSIS 

The performance of hate speech detection models was assessed 

using standard evaluation metrics such as accuracy, precision, 

recall, and F1-score. These metrics were compared across three 

main categories: traditional machine learning models, deep 

learning models, and transformer-based models. 

1. Traditional Machine Learning Models: Traditional 

models like Support Vector Machines (SVM) and Naïve 

Bayes, when trained on manually designed features such 

as n-grams and TF-IDF, delivered moderate performance. 

SVMs achieved relatively high accuracy, typically 

ranging between 75% and 80%. They performed well with 

explicit hate speech but frequently missed subtle or 

disguised cases, leading to an increased number of false 

negatives. Additionally, traditional models often faced 

challenges in generalizing across datasets containing 

diverse and informal language, such as slang commonly 

found on social media. 

2. Deep Learning Models: Deep learning approaches, 

particularly Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs), outperformed 

traditional methods in most scenarios. CNNs were 

especially effective at identifying local patterns and short 

sequences within offensive language, resulting in higher 

accuracy and recall.. Among RNN variants, Long Short-

Term Memory networks performed particularly well by 

capturing sentence-level dependencies and understanding 

the broader context of offensive statements. Despite these 

advantages, RNNs were not without limitations. They 

often struggled with long-range dependencies in text, 

leading to occasional failures in detecting implicit hate 

speech in extended passages. While they outperformed 

CNNs in handling sequential data, RNNs also faced 

challenges with longer text sequences and required 

additional fine-tuning for optimal performance. 

3. Transformer-based Models (e.g., BERT): Transformer-

based models, such as BERT, consistently achieved the 

highest scores across all evaluation metrics, including 

accuracy, precision, recall, and F1-score. These models 

leveraged contextual embeddings to understand the 

meaning of words in relation to their surrounding text, 

making them particularly effective at detecting subtle, 

implicit, and context-dependent hate speech. BERT 

demonstrated a well-balanced precision and recall, 

allowing it to minimize both false positives and false 

negatives. Moreover, BERT excelled in multilingual 

contexts, showcasing its ability to handle diverse 

languages and dialects with ease. This makes it a strong 

candidate for large-scale, real-time hate speech detection 

systems. Its pre-trained embeddings allowed for deeper 

comprehension of complex language patterns, including 

slang and emerging linguistic trends, further solidifying its 

position as a state-of-the-art solution in this domain 

4. Dataset Imbalance: Imbalanced datasets, where hate 

speech examples are significantly outnumbered by non-

hate speech examples, presented challenges for all models. 

Traditional models struggled the most in such scenarios, 

often leading to biased predictions. Techniques such as 

oversampling the minority class, under sampling the 

http://www.ijsrem.com/
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majority class, and using weighted loss functions helped 

mitigate this issue to some extent. Deep learning models, 

including CNNs and RNNs, were relatively more resilient 

to imbalanced datasets due to their ability to learn intricate 

patterns in data. While these techniques improved overall 

performance, the problem of class imbalance remained a 

persistent hurdle across all approaches. 

5. Cross-validation and Generalization: Cross-validation 

results revealed that deep learning models not only 

performed better during training but also generalized more 

effectively to unseen data. CNNs and RNNs consistently 

exhibited robust generalization capabilities, reducing the 

risk of overfitting. In contrast, traditional models like 

SVM and Naïve Bayes, while quicker to train, were more 

prone to overfitting, particularly when tested on noisy 

datasets containing informal language typical of social 

media platforms. 

Transformer-based models, such as BERT, emerged as the 

most effective solution across all aspects of hate speech 

detection. They significantly outperformed traditional and 

deep learning models, delivering unmatched accuracy and 

reliability for real-time and large-scale applications. 

Deep learning models like CNNs and RNNs also demonstrated 

notable improvements over traditional methods. CNNs 

effectively detected short and localized patterns of offensive 

language, while RNNs, especially LSTMs, were better at 

understanding sentence-level context and reducing false 

negatives. However, both models faced challenges with long 

text sequences and subtle hate speech forms, where 

transformer-based models like BERT excelled. 

 

Fig 

2: Comparison of performance metrics (Accuracy, Precision, Recall, and F1-

Score) for various machine learning models in hate speech detection. The 

models compared include SVM, Naive Bayes, CNN, RNN, and BERT, 

demonstrating that BERT consistently outperforms other models across all 
metrics. 

The success of transformer-based models, particularly BERT, 

lies in their ability to capture long-range dependencies in text, 

making them highly efficient at understanding complex and 

nuanced hate speech. BERT's attention mechanism enables it 

to focus on important parts of a sentence, even when they are 

far apart, which is crucial for identifying subtle expressions of 

hate. Additionally, its pre-training on vast amounts of data 

allows it to generalize well across different hate speech 

categories, including implicit hate, sarcasm, and coded 

language, which are often challenging for simpler models. 

Despite the outstanding performance of transformers, they 

come with certain computational challenges. Training and 

fine-tuning these models require significant computational 

resources and large annotated datasets, making them more 

expensive in terms of time and infrastructure. However, 

transfer learning techniques, where pre-trained models like 

BERT are fine-tuned on domain-specific hate speech datasets, 

have mitigated this issue to an extent. This allows for 

leveraging pre-trained knowledge while reducing the need for 

vast resources, making transformer-based models more 

accessible for real-time and large-scale applications in hate 

speech detection. 

In conclusion, while traditional models provided a foundation 

and deep learning models made significant advancements, 

transformer-based approaches like BERT currently represent 

the state-of-the-art in hate speech detection. Their ability to 

handle context, multilingual datasets, and evolving language 

patterns makes them the preferred choice for this task. These 

models continue to push the boundaries of performance, 

offering more accurate and efficient solutions. As research 

evolves, future models may further enhance the detection and 

understanding of hate speech in diverse contexts. With ongoing 

advancements in transfer learning and pre-trained models, the 

gap between research and real-world applications is narrowing. 

This progress promises better deployment of hate speech 

detection systems in various platforms. Moreover, addressing 

challenges such as real-time processing and ethical 

considerations will be crucial in ensuring these models' 

widespread adoption. Ultimately, these efforts will contribute 

to creating a safer online environment, free from harmful 

content. 

 

VI. CONCLUSION 

This study conducted a comparative analysis of various 

machine learning models for identifying hate speech on online 

platforms. Traditional approaches, such as Support Vector 

Machines (SVM) and Naïve Bayes, demonstrated moderate 

performance levels in terms of accuracy and precision. 

However, these models often struggled with complex and 

context-sensitive forms of hate speech, such as implicit or 

veiled expressions.  

On the other hand, advanced deep learning models, particularly 

BERT (Bidirectional Encoder Representations from 

Transformers), achieved superior results across multiple 

evaluation metrics, including accuracy, precision, recall, and 

F1-score. BERT's strength lies in its ability to understand 

contextual word relationships, enabling it to detect both overt 

and subtle hate speech effectively. Moreover, its multilingual 

generalization capabilities proved advantageous for identifying 

hate speech across different languages.  

Despite BERT's strong performance, the field of hate speech 

detection faces persistent challenges. One major issue is the 

imbalance in datasets, where instances of hate speech are often 

underrepresented compared to non-hate speech. Additionally, 

the constant evolution of language introduces new forms of 

hate speech, necessitating continuous updates to detection 

models. Future research should aim to address these challenges 

by enhancing dataset diversity, leveraging transfer learning 

techniques, and developing strategies to effectively identify 

emerging hate speech patterns without sacrificing detection 

accuracy. 

http://www.ijsrem.com/
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In conclusion, while transformer-based models like BERT 

have demonstrated exceptional potential in advancing hate 

speech detection systems, further research and development 

are crucial. By addressing key challenges such as data 

imbalance and language evolution, we can build more robust 

and adaptive systems. These improvements will play a vital 

role in enhancing online safety and fostering a more respectful 

digital space. Furthermore, integrating multimodal data and 

context-aware models could significantly improve the 

accuracy of these systems. With continued innovation, the 

detection of hate speech will become more efficient, enabling 

faster and more reliable interventions in real-time. 
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