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 Abstract—This project uses Convolutional Neural Networks 

(CNNs) to improve image quality by making blurry or noisy 

images clearer. It focuses on tasks like sharpening images, 

removing noise, and fixing distortions. Using models like 

SRCNN and U-Net, the system learns how to turn low-quality 

images into high-quality ones. The results show that CNNs 

work better than traditional methods for enhancing 

images.This work studies how Convolutional Neural 

Networks (CNNs) effectively improve image quality in a large 

variety of tasks including noise reduction, deblurring, and 

detail restoration. Utilizing and training models such as 

SRCNN and U-Net, this project assesses the performance on 

benchmark datasets. The results demonstrate that CNN has 

higher potential in low level complex transformation learning 

for high quality image restoration than conventional image 

processing approaches. 

 

Keywords:super-resolution, feature extraction, residual 

learning, and evaluation metrics like PSNR and SSIM. 

I.INTRODUCTION 

Upscaling is the process of increasing the resolution of an image, 

making it appear larger and sharper.Traditional methods often 

result in artifacts and blurry details.CNNs offer a powerful 

alternative, learning complex patterns and generating realistic 

high-resolution images. 

Upscaling generates high-resolution volumes from low-resolution 

volumes to make data exploration more effective.The demand of 

high-quality digital images in several fields such as photography, 

medical imaging, surveillance and satellite vision has given rise to 

the need of efficient methods for image enhancement. However, 

images taken in practice are  

regularly corrupted by noise, blur and other forms of distortions 

because of sensor limitations,environmental conditions org 

compression artifacts. Classic image processing techniques, like 

filtering and interpolation, provide limited performance and may 

not maintain fine details  
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environmental conditions org compression artifacts. Classic 

image processing techniques, like filtering and interpolation, 

provide limited performance and may not maintain fine details. 

However, recent advances in deep learning especially 

Convolutional Neural network have demonstrated tremendous 

promise in solving such problems. CNNs are good at learning 

complicated patterns and transformations on the fly from data, 

making them ideal for image enhancement tasks. CNN-based 

models, trained on large volumes of low- and high-quality pairs 

of images, are able to learn how to recover details lost, denoise, 

sharpen and enhance visual quality. In this project we investigate 

the application of CNNs. In the world today, high quality images 

are essential in many devices and applications such as in medical 

diagnostics, satellite imaging, video surveillance, autonomous 

vehicles and for common photography. Unfortunately, images are 

typically degraded due to things such as camera motion, darkness, 

limitations of sensors, or compression. These distortions might 

cause images to be blurry, noisy, and so on, hence undermining 

the usability and beauty of the images. In this process, it is difficult 

to enhance the images as it is challenging to obtain all the lost fine 

image details and texture information perfectly. Conventional 

image enhancement techniques (e.g., histogram equalization, 

bilateral filtering, deconvolution) are heavily based on 

hand-crafted rules, assumptions. Although these methods are 

effective in some specific cases, they are difficult to be extended to 

handle a variety of image settings due to either artifacts or the loss 

of structural details.This project utilizes CNN-based architectures 

– namely SRCNN (Super-Resolution Convolutional Neural 

Network) and U-Net – to fulfill image enhancement methods such 

as denoising, deblurring and super-resolution. SRCNN is the one 

of the earliest deep learning model for image super-resolution and 

it is characterized by simple and effective model for end-to-end 

learning of low to high image resolution mapping. U-Net: U-Net, 

originally developed for biomedical image segmentation, is built 

in a symmetric encoder-decoder structure with skip connections to 

retain spatial information for effective detail preservation, and its 

inherent nature in recovering details has resulted in its being 

widely used to deblur images distorted by noise. 

II.LITERATURE REVIEW 

Improving the quality of images has been an important goal in 

photography, surveillance, medical imaging, and many other 
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areas. Over the years, people have developed various methods to 

clean up blurry or noisy pictures. Traditional techniques, like 

Gaussian blur or median filters, try to reduce noise or sharpen 

images using mathematical rules. While these methods can help to 

some extent, they often don’t do a great job when the image is 

heavily degraded, and they usually can’t bring back fine details. 

Recently, deep learning—especially Convolutional Neural 

Networks (CNNs)—has opened up new possibilities for image 

enhancement. CNNs are powerful because they can learn patterns 

from large numbers of images. Instead of relying on fixed rules, 

they figure out how to fix blurry or noisy images by learning from 

examples. 

One of the first successful CNN models for image enhancement 

was SRCNN (Super-Resolution CNN), introduced in 2014. It was 

designed to take a low-quality image and turn it into a sharper, 

more detailed one. Even though it used a simple three-layer 

network, SRCNN produced better results than older image 

processing techniques. 

After SRCNN, researchers created more advanced models. For 

example, VDSR (Very Deep Super-Resolution) went deeper and 

used shortcut connections (known as residual learning) to improve 

results. Another model, ESPCN, made the process faster by doing 

most of the work on a smaller version of the image, and then 

upscaling it in a smart way at the end. 

Another popular model is U-Net, which was originally developed 

for medical images. U-Net uses an encoder-decoder structure, 

meaning it first compresses the image to understand the big 

picture, then expands it back to recover the details. It also connects 

layers directly across the network, helping it keep track of fine 

details during the enhancement process. U-Net is now widely used 

in tasks like denoising and deblurring because of how well it 

preserves structure. 

Some models, like DnCNN, are especially good at removing 

noise. They use deep layers and learn how to get rid of noise 

without damaging the useful parts of the image. There are even 

more advanced systems called GANs (Generative Adversarial 

Networks), like SRGAN, which can create very realistic images 

by using a kind of "smart competition" between two 

networks—one that tries to create the image, and one that tries to 

tell if it’s real or fake. 

Overall, the research clearly shows that deep learning models, 

especially CNNs, are much better than traditional methods when it 

comes to improving image quality. They don’t just blur or sharpen 

images—they learn how to truly restore them in a way that looks 

natural to the human eye. 

III.METHODOLOGY 

To enhance low-quality images using deep learning, we 

followed a structured process that began with preparing our 

dataset and ended with testing and comparing model results. First, 

we collected a set of high-quality images from public sources like 

DIV2K and BSD500. To simulate real-world conditions, we 

created low-quality versions of these images by intentionally 

adding noise, blur, and reducing their resolution. This gave us 

image pairs—one degraded, one clean—which were essential for 

training our models. We then resized all images to a consistent size 

and normalized their pixel values to make them easier for the 

neural networks to process. The dataset was split into training, 

validation, and testing sets to ensure accurate and unbiased model 

evaluation.  

Next, we chose two deep learning models for the image 

enhancement task: SRCNN and U-Net. SRCNN, or 

Super-Resolution Convolutional Neural Network, is a simple 

three-layer model known for its ability to upscale low-resolution 

images. It’s efficient and easy to train. U-Net, on the other hand, is 

a more advanced architecture that was originally designed for 

medical image segmentation. It uses an encoder-decoder structure 

with skip connections, which helps the model retain important 

details during the enhancement process. This makes U-Net 

particularly useful for denoising and deblurring images. 

System Architecture : 

 

Fig .1 

Think of our system as a smart photo repair shop. You start by 

giving it a blurry or noisy picture, and it works step-by-step to 

make that picture clearer and sharper. The whole process is made 

up of several parts that work together like a well-oiled 

machine.First, you provide the input image—this is the 

low-quality photo that might be blurry, grainy, or distorted 

because of things like bad lighting or camera movement.Next, the 

image goes through a preprocessing step. Here, the system 

resizes the image to a standard size and adjusts the pixel colors so 

they fit into a range that the model can understand easily. This step 

helps make sure the model works consistently every time.Then 

comes the core part: the CNN enhancement model. We use two 

types of deep learning models here: SRCNN and U-Net.SRCNN 

is like a basic but effective tool that sharpens the image and 

increases its resolution. 

U-Net is a more advanced model that not only sharpens but also 

removes noise and fixes distortions. Its special design helps it keep 

important details that might get lost in other methods. The model 

takes the prepared image and uses what it has learned from lots of 

examples to rebuild a much better version. 

U-After the model has done its job, the image goes through 

post-processing. This step might resize the image back to its 

original size, convert the colors back to a normal format, and get 

the image ready to be shown. 

http://www.ijsrem.com/
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V-Finally, you get the output image—a cleaner, sharper, and 

higher-quality photo that looks much closer to a professionally 

taken picture. You can usually see a clear difference when you 

compare the before and after.During development, we also have 

an evaluation step where we check how well the system works 

using some technical scores (like PSNR and SSIM) and by simply 

looking at the images to make sure they look natural and detailed. 

IV. RESULTS AND ANALYSIS 

 

                                           Fig.2 

 

Fig.3 

V.CONCLUSION AND FUTURE SCOPE 

In this project, we successfully built a system that can take 

low-quality images—blurry, noisy, or pixelated—and turn them 

into much clearer and sharper versions using Convolutional 

Neural Networks (CNN's). By using deep learning models like 

SRCNN and U-Net, we showed that machines can learn how to 

enhance images in a way that’s often better than traditional 

methods. The final results proved that our approach works well 

and can be applied in real-world situations where image quality 

matters—like in photography, security, medical imaging, or old 

photo restoration. Overall, our system is a smart and effective 

solution for image enhancement.    

While our system already performs well, there are many ways it 

can be improved. 

 

 

 

 

VI.FUTURE SCOPE 

Real-Time Enhancement: We can optimize the system to work 

faster so it can enhance images in real time—useful for live video 

or camera feeds. 

Support for Videos: Extend the model to improve the quality of 

videos, not just still images. 

Use of GANs: Implement more advanced AI techniques like 

Generative Adversarial Networks (GANs) to create even more 

realistic and detailed image enhancements. 

Mobile or Web App: Build a user-friendly app that lets anyone 

enhance their photos on a smartphone or through a website. 

Multi-Purpose Tool: Expand the system to handle more tasks like 

color correction, object removal, or image restoration from 

damage or missing parts. 
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