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Abstract — Content writers spend endless nights creating content which might or might not aid their 

requirement. A lot of times the content produced is not good in terms of qualitative nature of the entire text. 

Technical writing can be equally challenging The challenge of understanding topics, finding data specific 

to the need of topic, making sure information acquired is validated and finding time to do the research 

required can be cumbersome The model we propose aims to shorten the time it takes to create high-quality 

content. Traditional supervised state-of-the-art models, which were utilized in content generation, are based 

on a variety of assumptions from various research viewpoints but it produced unwanted data which lead to 

decelerating efficiency. Long strings of text were generated, but they lacked creativity and human 

sentiment, and they couldn't tell the difference between good content and crude language. The content 

created was often repetitive in nature.  Our project aims to help in generating content for technical articles 

which require factual information or just reference material for writers needing good quality data in a short 

amount of time. We use a transformer-decoder only model also known as GPT-2, which is an unsupervised 

language model. It showed that training on larger dataset and having more parameters improved the 

capability of language model to understand tasks and surpass the supervised language model. As a language 

model it produces large amounts of quality copy. Through our project content can be enhanced and 

produced faster, while humans can intervene to insert creativity and uniqueness. Deep learning and natural 

language processing are the two key features of artificial intelligence (AI) technologies that help AI tools 

in using prevailing information about any subject from the database and processing it accordingly.  

 

Keywords— Text generation, Deep Learning, Deep neural network, Gpt-2 ,Artificial Intelligence, 

Transformer, Transformer-decoder , Streamlit , Scrapy, Feed-forward neural network 

 

 

I. INTRODUCTION   

 

This project is titled as “High Performance Article Writer Using Deep Learning” which is trained on a 

dataset that comprises of thousands of research paper abstracts. It can write articles for business blogs, 

technical writing, websites, corporate communication, research papers, technical articles, etc. The Model 

is trained to curate content for technical writing and follow a formal tone. The proposed system takes the 

title (keyword or string of keywords) to identify and recommend content that writers rework or reference 
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to produce new content. It takes existing content or assists with content development and rewrites it to 

create new content. It aids in the preparation of project papers, journalistic articles, or simply reference 

material for authors while avoiding plagiarism issues. It’s takes factual information and presents in a 

digestible form — relevant to the audience. It aims to save time and effort. As technical article requires 

lots of research, it can be beneficial to people who have to write lengthy articles or require reference 

material for their research papers. The proposed system provides authentic and validated information to 

the user. It is trained to be grammatically correct and understand the tone of technical writing. It provides 

quality and relevant content in a short span of time. Reduces effort of writer. It produces content that is 

specific to the title taken in as input. The length and degree of creativity can be determined by user. 

 

II. LITERATURE REVIEW 

In [1], The paper uses two popular AI models for text generation and perform a comparative analysis. 

OpenAI GPT-2 and BERT models are used for prediction and generation of text .GPT-2 is trained on two 

corpora to generate long sentences along with articles while the BERT model is used for prediction of 

immediate words on the basis of given context . 

In[2],The paper explores the use of pre-trained NLP models, BERT and OpenAI GPT-2 to gather 

coronavirus related information and literature. Text summarization is performed on the COVID-19 Open 

Research Dataset (CORD-19). The models are used to perform mapping from a specific keyword selected 

to generate summary text, resulting in an abstract summary. The goal is to bring researchers closer to fast 

growing publications of COVID literature and uses the ROUGE metric to evaluate the text summarization. 

In [3], Generative Pretrained Transformer 2 (GPT-2), an NLP model is used to experiment with text 

generation to test if fake reviews generated by AI tools for academic purposes can be feasible .The 355M 

version of GPT-2is used and fine tuned with a corpus of review reports which is based on PeerRead dataset. 

In[4],The paper observes that a  natural language model can perform down stream tasks in a zero shot 

setting without any sort of modification and when a large language model is trained on a large and diverse 

dataset , the model’s performance increases  across many domains. It is  demonstrated that the  language 

models when experimented with a  large dataset begin to learn  tasks without any explicit supervision. The 

resulting model  trained on the CoQA dataset – excels in comparison with other baseline models  

In[5], The paper explores way to control attributes of the generation capabilities of different transformer 

based language models that have been trained on large The proposed model combines a pretrained language 

model with simple classifiers .The attributes to control generation are  use a bag of words (BoW) which 

relates to a topic and a linear discriminator that is trained on top of LM latent representations to control 

sentiment. fine-grained control of attributes is achieved by a simple gradient-based sampling mechanism 

In[6], A fine-tuned model of BLEURT is used for  pseudo-response selection. The dataset on which the 

experimentation is done is  SGD and Weather benchmarks, and it is observed that the pro020 posed self-

training approach improved the  tree accuracy by 46%. 

In [7], Global and local addressing  scheme is used to structure the table content that uses a sequence to 

sequence technique for the model. Local addressing scheme is responsible for determining word in the table 

that would be used for the description generation while global addressing scheme determines word for 

summary generation. The LSTM model is used for generating  natural language summarization of table. 

http://www.ijsrem.com/
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The dual attention mechanism present in the decoding phase is used for generating description from the 

table. Experimentation is done on the WIKIBO dataset . 

In,[8],The paper showcases the use of a method the authors call GENPET which is based on pattern-

exploiting training which also employs supervised learning . It was experimented on 

PEGASUS(Transformer encoder-decoder architecture) a spyware that yielded better results when 

compared to common finetuning across a set of different tasks and different training set sizes .GENPET 

only works for classification tasks and is observed to give good results in few shot settings. The paper 

explains GENPET to be a finetuning procedure created for generative language models that achieved goo 

data efficiency and used  textual instructions and training examples. 

 In[9], an open-source toolkit is introduced that supports the broad set of text generation tasks transforms 

inputs into natural language. Texar extracts common patterns from the tasks and creates a library of reusable 

modules, and also allows arbitrary model architectures and algorithmic paradigms. The toolkit supports lot 

of large-scale pretrained models, TensorFlow and PyTorch. It is released under Apache License 2.0  

In[10], The paper discusses how Pre-trained transformer models continue to increase in size and the 

different approaches to compress or utilize  large pre-trained checkpoints into smaller and  faster versions 

which retain the performance of the original models .Researches also show that   subsets of trained teacher 

models can be extracted without affecting performance and  therefore a  “shrink and fine-tune” (“SFT”) 

approach is discussed that extracts a student model from the maximally spaced layers of a fine-tuned teacher 

model . The hypothesis is  that removing full layers will have  minimal impact performance. Shrunken 

model is used to run the original fine-tuning procedure without any sort of modification .Experimentation 

is done on CNN and XSUM datasets. 

In[11], The SLR a review paper that discusses 5 research aspects that associate with text generation. It 

reviews the  quality metrics use for evaluating generated text,  datasets used for training, languages on 

which the text generation is performed, and applications. Main aim of the survey is put together the relevant 

work in a systematic order and highlight important  contributions from different researchers focusing on 

the past, present, and future trends. 90 primary studies are identified from 2015 to 2021 using the PRISMA 

framework.  

In[12], Working of  Bidirectional RNN is explored which makes use of  two RNN layers and the sequence  

is looked in both forward and backward directions and output is combined .It is observed that BRNN can 

be trained without limiting it to using the input information. Experimentation uses the TIMIT database. 

In[13],Different works on deep learning especially that associated with natural language processing are 

reviewed .Technologies like Recurrent Neural Networks (RNNs),Convolutional Neural Networks 

(CNNs),Variational Auto-Encoders (VAEs),Generative Adversarial Networks (GANs),Activation 

functions and Optimization techniques are explored and discussed . 

In[14] a novel neural architecture is proposed which enables learning dependency without having to 

determine a fixed-length. It also doesn’t disrupt temporal coherence  It observes a dependency 80% 

longer than that of RNNs and 450% longer for vanilla Transformers. Proposed model shows to  achieve 

good performance on short and long sequences, and evaluates to be faster than other baseline systems.    

                                                                                                    

In[15], The paper discusses  error accumulation in Neural Machine Translation. context words were 

sampled from  ground truth sequence and predicted sequence by the model during training. The approach 

achieved visible improvements in multiple datasets.  
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In[16], The paper introduces a new language representation model called BERT, ( Bidirectional Encoder 

Representations from Transformers) designed to pretrain deep bidirectional representations from unlabeled 

texts. BERT is conceptually simple and empirically powerful. 

  

In[17], a simple approach to implement conversational modeling task is explored .It uses sequence to 

sequence framework. The model works by predicting the next sentence given a previous set of sentences It 

extracts  knowledge from both a domain specific dataset, and from a large, noisy, and general domain 

dataset of movie subtitles. the lack of consistency is a failure mode of the proposed  model. 

 

In[18]The paper observes that large gains on tasks involved in the understanding of natural language 

processing can be achieved  by generative pre-training of a language model on a diverse corpus of unlabeled 

text, which should be  followed by specific  fine-tuning on each  task. Task-aware input transformations 

are used to achieve effective transfer qand causing minimal changes to the model architecture.  

 

In[19] The paper reviews different  neural approaches to conversational AI that have come up in the last 

few years. Three categories of conversational systems are discussed that include question answering agents, 

task-oriented dialogue agents, and chatbots. Techniques like DNN-based response generation, neural 

Machine Reading Comprehension (MRC) model, Implicit ReasoNet (IRN) and d Neural Logic 

Programming (Neural LP)etc are discussed . 

 

In[20], The paper proposes a generalized autoregressive pretraining method to overcome limitations of the 

language model known as BERT .The proposed technique called XLNet also enables learning context in 

both forward and backward directions.It has autoregressive formulation. It also uses ideas from 

Transformer-XL for the pretraining procedure .For some cases it is observed to outperform Bert.  

 

In[21], A two parameter-reduction technique is proposed to over the issues of speed and memory 

consumption  with BERT. The proposed model is said to scale better than the original model of BERT and 

uses self-supervised loss to focuses on modeling inter-sentence coherence which helps downstream tasks 

with multi-sentence inputs. Results of the model on GLUE, RACE, and SQuAD benchmarks are impressive  

 

In[22], In this work, A new task: emotion-cause pair extraction (ECPE)is proposed to  extract the potential 

pairs of emotions and the causes of the emotion in a file.It aims to overcome the shortcomings of traditional   

Emotion cause extraction (ECE)models .Here ,individual emotion extraction is performed and cause 

extraction is done using  multi-task learningafter which  emotion-cause. pairing and filtering is performed 

.  

In [23], it makes use of the pcRU framework which is language generation framework to generate weather 

forecast . The models were evaluated on the basis of their output quality .Improved development time, 

increase in  reusability of systems and better computational efficiency was observed over select NLG 

systems and happened to reduce computational expenses . Informed decisions were made during the 

generation phase. 

In [24], A neural model is proposed to scale large and rich domains. Purpose of the system is to create large 

amounts of data specific to the input image given that uses OCR to recognize each character. A web crawler 

is used to gather data from datasets along the web mainly validated education websites in the text generation 

module. Main aim is to be able to provide information comparable to that found in text books for students 

of different educational field by taking in the syllabus as input 

In [25],Automatic text generation from given input in the form of structured data is explored.Data2Text 

platform mainly describes the input text in the text generated and has three components namely model 

http://www.ijsrem.com/
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training, model revision and text generation. It uses semi-HMMs model to extract high quality templates 

and corresponding trigger conditions from parallel data 

 In [26]Proposed system is an entity-centric neural architecture for data-to-text generation where the  model 

creates entity-specific representations which are dynamically updated. Text generated as output is based on 

the input that goes through entity memory representations which use hierarchical attention at each step. 

Output generated is coherent, concise and factually correct. The ROTOWIRE benchmark dataset is used 

for experimentation on the baseball domain .Results of the  proposed model are observed to outperform 

competitive baselines in automatic and human evaluation. 

In [27], The paper explores the idea of how decisions for word ordering and word choice in surface natural 

language generation can be automatically learned from annotated data . Four trainable systems are used in 

which NLG1 is kept as a baseline system for comparison and treated as a lookup table while NLG2 and 

NLG3 attempt to find the highest probability word sequence with respect to a maximum entropy probability 

model.NLG4 requires a dependency -style grammar for the fragments of phrases and is kept consistent with 

the rules of grammar.NLG4 implements dialogue strategy where order of words are dynamically modified 

The proposed system reorders words at runtime is basically represents practicality of learning the decisions 

for ordering the word and word choice. Thereafter we see a system that makes a conversation that has a 

more natural tone.  

In [28] ,The paper explores the idea of using an ensemble network to achieve the goalof generating 

conclusion-supplement answers for non-factoid questions which is a difficult for the currently existing 

encoder-decoder frameworks. The model proposed uses a neural network to store knowledge where it 

acknowledged that it is not possible to store all data present in the real world. The model uses sequence to 

sequence learning and end to end format is used for answers so as to get fluid responses . Context from 

conclusion decoder is used to create supplementary decoder states using attention mechanism and closeness 

of encoders output sequence is compared to separate outputs of conclusion and supplement decoders output 

sequence . Resulting answers match question . Experimentation done on datasets including “Love Advice” 

and “Arts & Humanities” categories observes more accurate results than other tested baseline models. 

In [29], Proposed attention based model generates caption for photos given as input and uses pc vision 

strategies to grasp content of image and  linguistic communication process for understanding image content 

into words. Experimentation is done on MS COCO , Flickr30k and  Flickr8k dataset . Model uses a 

backpropagation technique to train and automatically fixes salient objects in generated output. Soft and 

hard attention mechanisms are used for generating image captions  and BLUE and METOR metrics are 

used to evaluate state of the benchmark datasets.  

In[30], a multi-turn open-domain chatbot trained end-to-end on data mined and filtered from public domain 

social media conversations is proposed . This neural network used has 2.6 billion parameters and minimizes 

perplexity of the next token. A human evaluation metric called Sensibleness and Specificity Average 

(SSA),is also proposed. It uses  seq2seq model with Evolved Transformer (ET) and is trained on multi-turn 

conversations with the input sequence . 
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III. BACKGROUND 

3.1 Natural Language Processing  

It is a subfield of linguistics, computer science, and artificial intelligence concerned with the 

interactions between computers and human language, in particular how to program computers to 

process and analyze large amounts of natural language data. 

3.2 GPT-2 

Generative Pre-trained Transformer 2 is an open-source AI. created by OpenAI in February2019.  

GPT-2 translates text, answers questions, summarizes passages, and generates text output on a level 

that, while sometimes indistinguishable from that of humans,[6] can become repetitive or nonsensical 

when generating long passages. The architecture implements a deep neural network, specifically 

a transformer model,[9] which uses attention in place of previous recurrence- and convolution-based 

architectures.[10][11] Attention mechanisms allow the model to selectively focus on segments of input 

text it predicts to be the most relevant.[12][13] This model allows for greatly increased parallelization, 

and outperforms previous benchmarks for RNN/CNN/LSTM-based models 

 

IV. PROPOSED SOLUTION 

 

The proposed system has been trained on a custom dataset which includes abstracts of over 6000 research 

papers. The main aim was to build a content writer which can produce high-quality content while also 

being creative. The proposed system can be useful to develop content for readers on a daily basis. It 

generates articles based on a snippet of text, a sentence or even a passage from an article given as input 

by the user. It allows the user to define the length of text and degree of innovation in the text to be 

produced. We employ a transformer-decoder language model also known as GPT-2 which has 124 million 

parameters. The model is fine-tuned till desired results were achieved in the produced content. The 

recommended temperature lies between 0.7 to 0.9 which produced good results. 

 

 

 

         
                                       

                                       Figure 1: Proposed Architecture 
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Execution steps are as follows: 

Step 1: Open the web interface to give the input i.e. title, text snippet. 

Step 2: Click on the generate button. 

Step3: Now the model will take the input and convert them into tokens and passes through transformer 

decoder block and produces new content  

Step 4: Generates content which is available in .txt format that can be downloaded. 

 

Figure 2: Execution Flow 

http://www.ijsrem.com/
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V. RESULTS 

 

                           Figure 3: UI High Performance Content Writer. 

 

  Figure 4: Generated content can be downloaded by the user through the interface 

 and is available in a .txt file. 
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Table 1: Results 

    

VI. CONCLUSION 

Applications of artificial intelligence to generate content is the next big thing that will create its own place 

in content creation. Content creation still represents a standing challenge for deep-learning NLP. Even more 

so this task is applied to a domain-specific corpus that are different from the pre-training. highly technical, 

or contains low amount of training materials. Nevertheless, we have here illustrated that the text-to-text, 

multi-loss training strategy could be used to fine-tune a pre-trained language model. such as GPT-2 for 

content generation. The result is interpretable and reasonable, even though it is not near human-level 

performance. We think that our model could benefit from further training .This should make the model more 

accurate  its ability.  As AI grows more sophisticated, figuring out how to enable the good uses without the 

bad ones will be one of our biggest challenge. At the end of the day, AI should be used as a tool to improve 

and accompany the content writing process, not be the sole source of copy. 

Test 

case 
ID 

Test case 

name 

Purpose Test Case Output 

1 Content 

generation 
test1 

To check if the 

model gives the 

content related 

to the title 

User enter the 

title of the 

article to be 

generated 

Model generates content related to the title 

 

 
2. Content 

generation 

test2 

To check whether 

the model 

generates the 
specified length in 

accordance 

User 

specifies the 

length of the 
article to be 

generated 

Model generates article according to specified 

length 

 

 
3. Content 

generation 
test3 

To check if the 

model produces 
content that is 

not repetitive 

User can read 

the content 
generated by 

the model 

The content generates by the model is not 

ambiguous 

4 Content 
generation 

test4 

To check if the 
provided 

information is 

factual and not 
gibberish 

 User can read 
the content 

generated by 

the model 

 The content produced by the  model is trained on 

a 70mb factual data  
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