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Abstract: 

This paper presents a simple optimization algorithm. The algorithm will keep moving towards the direction 

of increasing (or decreasing) values of the objective function until it reaches a local maximum or minimum. 

hill climbing may not always find the global maximum or minimum. Hill climbing algorithm is a technique 

which is used for optimizing the mathematical problems. The state-space landscape is a graphical 

representation of the hill-climbing algorithm. Stochastic hill climbing does not examine for all its neighbor 

before moving. Hill climbing is a simple optimization algorithm used in Artificial Intelligence (AI) to find 

the best possible solution for a given problem. 
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Hill climbing is a simple optimization algorithm used to find the maximum or minimum of a mathematical 

function by iteratively making small adjustments to the solution. The algorithm is named after the metaphor 

of climbing a hill, where the goal is to reach the highest point (maximum) or lowest point (minimum) on the 

landscape of the function. 

The basic idea behind hill climbing is straightforward: 

Initialization: Start with a random or arbitrary solution as the current best solution. 

Evaluation:  Evaluate the current solution by calculating the value of the objective function (the function to 

be optimized). 

Neighborhood Generation: Generate neighboring solutions by making small adjustments or perturbations 

to the current solution. These adjustments are typically made in a specific direction or within a certain range. 

Selection: Choose the best solution among the current solution and its neighbors based on the value of the 

objective function. 

Termination: Repeat steps 3 and 4 until a stopping condition is met. This condition can be a maximum 

number of iterations, reaching a predefined threshold for the objective function value, or some other criterion. 

The algorithm will keep moving towards the direction of increasing (or decreasing) values of the objective 

function until it reaches a local maximum or minimum. The final result will depend on the initial starting 

point and the neighborhood exploration strategy. It's important to note that hill climbing may not always find 

the global maximum or minimum, especially when the landscape of the objective function is complex and 

contains multiple peaks and valleys. It is sensitive to the initial starting point and can be easily trapped in 

local optima. To overcome these limitations, various extensions and modifications to the basic hill climbing 

algorithm have been proposed, such as simulated annealing, genetic algorithms, and particle swarm 

optimization, which use different strategies for exploration and exploitation to search the solution space more 

effectively.  search agent moves in the direction of increasing value of heuristic function i.e., uphill. Only the 

current state and the next best state are kept active and other states are terminated. If the next state is a goal 

state, search stop otherwise the search continues until it finds a goal state or reaches a peak where no neighbor 
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has a higher value. Hill- climbing does not look ahead, beyond the immediate neighbors of the current state 

and therefore, may stop at local maxima, or a ridge or a plateau. A general approach of hill climbing search 

is 

Procedure Hill climbing 

 
 

Hill-climbing often gets stuck at: 

(i) Local maxima - A local maxima are a peak that is higher than each of its neighboring states. Hill climbing 

that reaches the vicinity of a local maximum and moves upward towards the peak, but then can stuck there 

itself finding nowhere to go. 

(ii) Ridges - It is a sequence of local maxima, which poses difficulty in choosing the best maxima for this 

technique. 

(iii) Plateau - A plateau is an area of search space where the evaluation function is flat. A hill-climbing search 

might be unable to find its way off the plateau. 

 

Hill Climbing Algorithm for Artificial Intelligent: 

1. Hill climbing algorithm is a local search algorithm which continuously moves in the direction of 

increasing elevation/value to find the peak of the mountain or best solution to the problem. It 

terminates when it reaches a peak value where no neighbor has a higher value. 

2. Hill climbing algorithm is a technique which is used for optimizing the mathematical problems. 

One of the widely discussed examples of Hill climbing algorithm is Traveling-salesman Problem 

in which we need to minimize the distance traveled by the salesman. 

3. It is also called greedy local search as it only looks to its good immediate neighbor state and not 

beyond that. 

4. A node of hill climbing algorithm has two components which are state and value. 

5. Hill Climbing is mostly used when a good heuristic is available. 

6. In this algorithm, we don't need to maintain and handle the search tree or graph as it only keeps a 

single current state. 

Features of Hill Climbing: 

Following are some main features of Hill Climbing Algorithm: 

1. Generate and Test variant: Hill Climbing is the variant of Generate and Test method. The Generate 

and Test method produce feedback which helps to decide which direction to move in the search space. 

2. Greedy approach: Hill-climbing algorithm search moves in the direction which optimizes the cost. 

3. No backtracking: It does not backtrack the search space, as it does not remember the previous states. 

State-Space Diagram for Hill Climbing: 
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The state-space landscape is a graphical representation of the hill-climbing algorithm which is showing a 

graph between various states of algorithm and Objective function/Cost. 

On Y-axis we have taken the function which can be an objective function or cost function, and state-space 

on the x-axis. If the function on Y-axis is cost then, the goal of search is to find the global minimum and 

local minimum. If the function of Y-axis is Objective function, then the goal of the search is to find the global 

maximum and local maximum. 

Different regions for state space landscape: 

Local Maximum: Local maximum is a state which is better than its neighbor states, but there is also another 

state which is higher than it. 

Global Maximum: Global maximum is the best possible state of state space landscape. It has the highest 

value of objective function. 

Current state: It is a state in a landscape diagram where an agent is currently present. 

Flat local maximum: It is a flat space in the landscape where all the neighbor states of current states have 

the same value. 

Types of Hill Climbing Algorithms: 

1. Simple hill Climbing 

2. Steepest-Ascent hill-climbing 

3. Stochastic hill Climbing 

 

Simple hill Climbing: Simple hill climbing is the simplest way to implement a hill climbing algorithm. It 

only evaluates the neighbor node state at a time and selects the first one which optimizes current cost and set 

it as a current state. It only checks it's one successor state, and if it finds better than the current state, then 

move else be in the same state.  

 
Fig: Simple Hill Climbing 

 

This algorithm has the following features: 

• Less time consuming 

• Less optimal solution and the solution is not guaranteed. 

Algorithm for Simple hill Climbing: 

• Step 1: Evaluate the initial state, if it is goal state then return success and Stop. 

• Step 2: Loop Until a solution is found or there is no new operator left to apply. 

• Step 3: Select and apply an operator to the current state. 

• Step 4: Check new state: 

o If it is goal state, then return success and quit. 

o Else if it is better than the current state then assign new state as a current state. 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                       Volume: 07 Issue: 07 | July - 2023                                SJIF Rating: 8.176                             ISSN: 2582-3930                                                                                                                                               

 

© 2023, IJSREM      | www.ijsrem.com                                                                                                                    |        Page 4 

o Else if not better than the current state, then return to step2. 

• Step 5: Exit. 

 

Steepest -Ascent Hill Climbing: 

The steepest-Ascent algorithm is a variation of simple hill climbing algorithm. This algorithm examines all 

the neighboring nodes of the current state and selects one neighbor node which is closest to the goal state. 

 
Fig: Steepest -Ascent Hill Climbing 

 

 This algorithm consumes more time as it searches for multiple neighbors. 

Algorithm for Steepest -Ascent Hill Climbing: 

• Step 1: Evaluate the initial state, if it is goal state then return success and stop, else make current 

state as initial state. 

• Step 2: Loop until a solution is found or the current state does not change. 

o Let SUCC be a state such that any successor of the current state will be better than it. 

o For each operator that applies to the current state: 

▪ Apply the new operator and generate a new state. 

▪ Evaluate the new state. 

▪ If it is goal state, then return it and quit, else compare it to the SUCC. 

▪ If it is better than SUCC, then set new state as SUCC. 

▪ If the SUCC is better than the current state, then set current state to SUCC. 

• Step 5: Exit. 

Stochastic Hill climbing: 

Stochastic hill climbing does not examine for all its neighbor before moving. Rather, this search algorithm 

selects one neighbor node at random and decides whether to choose it as a current state or examine another 

state. 

Hill climbing is a simple optimization algorithm used in Artificial Intelligence (AI) to find the best possible 

solution for a given problem. It belongs to the family of local search algorithms and is often used in 

optimization problems where the goal is to find the best solution from a set of possible solutions.  

• In Hill Climbing, the algorithm starts with an initial solution and then iteratively makes small 

changes to it in order to improve the solution. These changes are based on a heuristic function 

that evaluates the quality of the solution. The algorithm continues to make these small changes 

until it reaches a local maximum, meaning that no further improvement can be made with the 

current set of moves. 

http://www.ijsrem.com/
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• There are several variations of Hill Climbing, including steepest ascent Hill Climbing, first -

choice Hill Climbing, and simulated annealing. In steepest ascent Hill Climbing, the algorithm 

evaluates all the possible moves from the current solution and selects the one that leads to the 

best improvement. In first-choice Hill Climbing, the algorithm randomly selects a move and 

accepts it if it leads to an improvement, regardless of whether it is the best move. Simulated 

annealing is a probabilistic variation of Hill Climbing that allows the algorithm to occasionally 

accept worse moves in order to avoid getting stuck in local maxima. 

Hill Climbing can be useful in a variety of optimization problems, such as scheduling, route planning, and 

resource allocation. However, it has some limitations, such as the tendency to get stuck in local maxima 

and the lack of diversity in the search space. Therefore, it is often combined with other optimization 

techniques, such as genetic algorithms or simulated annealing, to overcome these limitations and improve 

the search results. 

Advantages of Hill Climbing algorithm: 

1. Hill Climbing is a simple and intuitive algorithm that is easy to understand and implement.  

2. It can be used in a wide variety of optimization problems, including those with a large search 

space and complex constraints. 

3. Hill Climbing is often very efficient in finding local optima, making it a good choice for 

problems where a good solution is needed quickly. 

4. The algorithm can be easily modified and extended to include additional heuristics or 

constraints. 

Disadvantages of Hill Climbing algorithm: 

1. Hill Climbing can get stuck in local optima, meaning that it may not find the global optimum 

of the problem. 

2. The algorithm is sensitive to the choice of initial solution, and a poor initial solution may result 

in a poor final solution. 

3. Hill Climbing does not explore the search space very thoroughly, which can limit its ability to 

find better solutions. 

4. It may be less effective than other optimization algorithms, such as genetic algorithms or 

simulated annealing, for certain types of problems. 

Hill Climbing is a heuristic search used for mathematical optimization problems in the field of Artificial 

Intelligence.  

Given a large set of inputs and a good heuristic function, it tries to find a sufficiently good solution to the 

problem. This solution may not be the global optimal maximum.  

• In the above definition, mathematical optimization problems imply that hill-climbing solves 

the problems where we need to maximize or minimize a given real function by choosing values 

from the given inputs. Example-Travelling salesman problem where we need to minimize the 

distance traveled by the salesman. 

• ‘Heuristic search’ means that this search algorithm may not find the optimal solution to the 

problem. However, it will give a good solution in a reasonable time. 

• A heuristic function is a function that will rank all the possible alternatives at any branching 

step in the search algorithm based on the available information. It helps the algorithm to select 

the best route out of possible routes. 
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