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Abstract:- Determining how much a house will sell for in 

a city is still a challenging and time-consuming task. This 

article's goal is to make predictions about the coherence of 

non-housing prices. A crucial method to ease the 

challenging design is to use machine learning, which can 

intelligently optimize the best pipeline fit for a task or 

dataset. For individuals who will be residing in a home for 

an extended period of time but not permanently, it is 

essential to predict the selling price. Real estate forecasting 

is a crucial part of the industry. From historical real estate 

market data, the literature seeks to extract pertinent 

information. Land price bubbles grow as a result of real 

estate prices, which leads to macroeconomic instability. 
The government should look into the variables that drive up 

real estate prices so that it can use them as a guide to assist 

stabilize the area. There are many economic circumstances that 

are in play at the time also have an impact on the selling price 

of a home. 
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Introduction 
 

A place to call home is among a person's most basic needs, along 

with other items like food, water, and many other things. As 

people's living standards climbed over time, so did the need for 

housing. The majority of people purchase homes for occupancy or 

as a source of support, however some people buy homes as 

investments or as real estate. 

It's commonly recognized that a number of different elements 

affect how much a home is worth. As a result, estimating a home's 

worth includes a special set of problems. House prices vary 

depending on the 

 

 

facilities they offer, such as size, area, location, and other factors. 

It might be difficult to forecast the precise prices of houses. To 

more accurately estimate property prices and deliver outcomes, this 

initiative is being proposed. Because one cannot measure or 

forecast the price of a property based on the location or amenities 

given, house pricing is a subject that many people, rich and poor, 

are concerned about. For the people, this would be really beneficial. 

 

 

The literature review in this article focuses on predicting house 

prices using a machine learning model and analyzing attributes that 

were predominantly employed in prior studies that affect house 

prices. The structure of this essay is as follows: the first section 

provides a summary of the entire study. The second portion 

discussed the universal characteristics that are utilized to forecast 

housing prices everywhere. A brief overview of the machine 

learning model employed in an earlier study to predict home prices 

came next. The entire impacts of the present house price prediction 

model are discussed in the next section.  The description and 

conclusion of this thorough literature analysis are presented in 

sections 5 and 6, respectively. 

                

 

 

Literature Survey 

 
A Deep Learning and ARIMA Model for Predicting House Prices 

The relationship between housing prices and determining factors is 

complicated and nonlinear. The absence of capacity for large 

developments is another of the most popular methods for predicting 

home prices. data analysis To deal with these problems, a house 

price index was created. A deep learning prediction method based 

on ARIMA is called ARIMA. In this research, a model is 

suggested. The cost of a home is influenced by a variety of factors. 

In order to accurately show the shifting rules of housing price, 

some explanatory components were picked as the significant 
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determinants. The initial source of the raw housing data is the 

internet. A data preparation technique is then utilized to change the 

raw data into outputs that can be quickly used as inputs in data 

modelling. According to the experimental results, the proposed 

strategy outperforms the SVR method in predicting the price of a 

single property.. When making short-run predictions, the expected 

house price trend is essentially consistent with the real data[1]. 

 

Shinde and Gawande compared the efficacy of different machine 

learning algorithms for forecasting the sale price of homes, 

including lasso, SVR, logistic regression, and decision trees. A 

technique for forecasting home prices combining regression and 

particle swarm optimization (PSO) was created by Alfiyatin et al. 

[2]. 

 

Methodology  
 

3.1 Regression Model:- 

A. Light Gradient Boosting Machine-  

Based on the decision tree method, LGBM is a quick, distributed, 

high-performance gradient boosting framework that may be used 

for many different machine learning applications, including 

classification and ranking. It divides the tree leaf-wise with the best 

fit since it is based on decision tree algorithms, as opposed to other 

boosting algorithms that divide the tree depth- or level-wise. As a 

result, in Light GBM, when growing on the same leaf, the leaf-wise 

method can reduce more loss than the level-wise strategy, which 

leads to significantly superior accuracy that can only be sometimes 

attained by any of the existing boosting algorithms. Additionally, it 

moves astonishingly quickly, hence the word "light." 

B. Lasso Regression- 

Least Absolute Shrinkage and Selection Operator is referred 

to as LASSO. One form of linear regression that makes adv

antage of shrinking is the lasso regression. It is a regression 

analysis technique that includes both variable selection and r

egularisation, as the name would imply. Only a portion of th

e available covariates are chosen for use in the final model t

hrough lasso regression. The formula for Lasso regression is

, ∑ ( ) 

C. Random Forest Regression- 

With the aid of several decision trees using a method known as Bo

otstrap Aggregation, also referred to as bagging, it is an ensemble s

trategy capable of carrying out both regression and classification ta

sks. As it is an ensemble technique, the basic idea behind thi

s is to combine multiple decision trees in determining the fi

nal output rather than relying on individual decision trees. 

D. Decision Tree Regression-  

This regression trains a model in the structure of a tree by o

bserving features of an object to predict data in the future to 

produce meaningful continuous output Continuous output d

enotes the absence of discrete output, i.e., output that is not 

only represented by a discrete, well-known set of numbers o

r values. 

3.2 Evaluation Metrics:-  

The prediction accuracy will be evaluated by measuring the 

R-Squared (R2), and Root Mean Square Error (RSME) of th

e model used in training. R2 will show if the model is over f

itted, whereas RSME shows the error percentage between th

e actual and predicted data, which in this case, the house pri

ces. 

1. Mean Absolute Error:- 

The average variation between the dataset's significant 

values is referred to as the MAE.. 

 

MAE=
∑ 𝑦𝑖−𝑥𝑖

𝑛
𝑖=0

𝑛
  

 
Where n is the number of samples, y are the target values and 

y are the predicted values. A MAE closer to 0 means that the 

model predicts with lower error and the predicted is better 

closer to the MAE is to 0.    

 

2. Mean Squared Error:- 

 
MSE and MAE are comparable, but a term's impact is 

inversely proportionate to its size. The mean of all squared 

absolute values of all mistakes is used to get the prediction 

error, which is: 

 

MSE= 
∑ (𝑦𝑖−𝑦𝑖)2𝑛

𝑖=0

𝑛
 

 
3. Coefficient of Determination(R-squared):- 
R-squared is a statistical indicator of how well a regression 

model fits the data. R-square values range from 0 to 1. R-

square is equal to 1 when the model precisely fits the data 

and the anticipated value and actual value are identical. 
 

R2=1−
sum squared regression (SSR)

total sum of squares (SST)
  

 

(SST),=1- 
∑(yi−^yi)2

∑(yi−¯y)2
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4.  Root Mean Squared Error:- 
  

The model developed in this research will be tested 

using Root Mean Square Error (RMSE). RMSE is used 

to calculate predicted performance by considering the 

prediction error of each data. 

 

RMSE= √
1

𝑛
∑ (𝑑𝑖 − 𝑝𝑖)2𝑛

𝑖=0  

 

Conclusion  
A resilient model isn't always the same as an optimal 

model in this research. a model that frequently employs 

a learning approach that is inappropriate for the current 

data format. The model is fit even when the data may 

be excessively noisy or have insufficient samples to 

allow a model to accurately reflect the target variable. 

When we look at the evaluation metrics for advanced 

regression models, we can see that they behave 

similarly. We can see that advanced regression models 

behave similarly when we examine their assessment 

metrics. We can pick any one to forecast house prices 

compared to the fundamental model. Box plots can be 

used to search for outliers. 

If outliers are present, we can eliminate them and 

evaluate the model's performance to see if it can be 

improved. 
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