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---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - Every tracking mechanism requires object 

detection where object tracking is the process in which locating 

an object or multiple objects is done using either the static or 

dynamic camera. The real time object detection and tracking 

are important and challenging. Recently computer vision 

research has to address the multiple object detection and 

tracking in a dynamic environment. Pose estimation is a 

computer vision task that infers the pose of a person or an object 

in an image or in a video. We can also think of the pose 

estimation as the problem of determining the position and 

orientation of a camera relative to a given person or object. This 

is typically done by identifying, locating, and tracking a 

number of the key points on a given object or person. For the 

objects, this could be corners or other significant features and 

for the humans, these key points represent major joints like an 

elbow or knee. The goal of our Machine learning models to 

track these key points in images and videos. By using CNN we 

will detect the yoga postures and probability of the postures. 
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1. INTRODUCTION  

 
The Human Pose Estimation is defined as the task of 

determining the position and orientation of a person’s body parts 
in an image. This technique has great potential in the field of 
motion and capture. There are two types of pose estimations : 

1: 2D pose estimation: It estimates 2D pose (x, y) co-
ordinates for joints from an RGB image. 

2: 3D pose estimation: It estimates 3D pose (x, y, z) co-
ordinates for joints from an RGB image. 

We have proposed a Deep Neural Network model which 
helps us to track the yoga pose and the probability that the user 
is in which yoga pose among the poses provided in the dataset. 
This is done with the help of Deep Neural Network which is 
Convolutional Neural Network. 

 

1.1 HUMAN POSE ESTIMATION  

 
The Human pose estimation emerging in many object 

detection and computer vision fields like human computer 
interaction, action recognition, surveillance, picture 
understanding, threat prediction, etc [1]. The idea of the human 

pose estimation is to detect the joints of the human body and the 
postures done by the user[2].In this technique to localize the key 
points is done by combining the neural networks.[2] 

 

2.  ALGORITHM USED 

 

2.1 DEEP NEURAL NETWORK 

 
     The Deep neural Network used is actually the 

convolutional neural network. The DNN takes an RGB image 
through video which captured by the real time video/stored 
videos/images and then by using the transformation techniques 
we will get to lean the denser layers and features of the images. 
And these extracted features and features selection can be used 
to represented the original image. 

 

 

2.2 CONVOLUTIONAL NEURAL NETWORK 

 
      Convolutional Neural Networks are the feedforward 

networks that is the output of the previous layers is given as the 

input for the next layers. The CNN contains convolutional 

layers which takes an image and then extracts features and after 

the feature selection such as lines, edges, etc. It is passed on to 

the next layers and it goes under different processes such as 

activation, max pooling, flatten etc. and these process are 

repeated till we go through all the dense layers of the 

Convolutional Neural Network. 

 

       The Convnets are the fully-connected, deep neural network 

counterpaths these then perform the end-to-end feature learning 

and that also with the back propagation algorithm. First the two 

properties helps to reduce the number of free parameters and 

also the process of feature detector is reduced at different 

location in the input. Then in the third property the learned 

representation are invariant to the small translations of the 

input. After that  the pipeline with a pixel of 64*64 starts where 

the input patch are  local contrast normalized which is called as 

LCN[3].Where it emphasize geometric discontinuity and then 

it also improve the generalization performance[4].The LCN 

layer comprises of the 9*9 pixel local subtractive 

normalization, and a 9*9 local divisive normalization is 

followed after that. Then with use of ReLU which are the 

rectified linear units and maxpooling the input is processed by 

the three convolution and the subsampling layers[5]. 
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The CNN can include 3 basic steps for Human Pose 

Estimation: 

 1: Convolution: The connection sparsity can reduce the 

overfitting. And convolution with the help of pooling can 

provide us with  the location invariant feature detection. It 

includes parameter sharing. 

 

2: ReLU: The ReLU is an activation function which introduces 

nonlinearity and then it also speed up the training and then it 

becomes faster to compute. 

 

3: Pooling: Pooling can be used to reduce dimension and 

computation, also reduce overfitting, makes the model tolerant 

towards small distortion and variation. 

 

      

 
 
Figure 1: CNN    

 

 

 
 

Figure 2: Convolutional Neural Network – based on the human 

movement recognition 

 
Figure 3: A typical convolutional neural network (CNN) 

detecting the posture with the probability that which pose it is. 

 

 

2.3 STEPS FOR DETTECTING YOGA POSES 

USING CNN ALGORITHM AND SHOWING THE 

PROBABLITY OF THE POSES 
 

 

Step 1: Feature Extraction : The Feature extraction will 

reduce the dimensionality of an image and then the large 

number of pixels will be reduced and then the images can be 

captured easily and effectively by using the useful and the 

interesting parts of the image. 

 

1: Conv2D: Then this is used for the creation of the 

convolutional kernel. Then the kernel is then convolved with 

the layer input and then the tensor of outputs are produced. The 

Kernel is a filter used for extracting the features form the 

images. 

 

2: Activation (ReLU): The Convolutional Neural Network 

consist of the non-linearity layer which consist of the activation 

function. And then the activation map is created by using the 

feature map generated by the convolutional layer. Here the 

ReLU activation function can be used for  avoid the problem of 

vanishing gradient. It is one of the hidden layer.It also helps to 

pmprove the computation performance. 

 

 3: Max pooling: Then max pooling is a process where the 

dimension is reduced and that is done by reducing the pixel 

from the previous CNN layer. Also we can say it is used for 

downscaling of the image. 

 

Step 2: Classification layers : The classification layers can 

compute the cross-entropy loss , this is done for classification 

and for the weighted classification tasks with the mutually 

exclusive classes. 

 

1: Flatten: The flatten is used to flatten all the 

multidimensional tensor input to one dimensional and also the 

flatten helps to change the shape of the data from a vector which 

is of 2d matrix to format for a dense layer to interpret. 

 

2: Dense : The dense is where the output of previous neuron is 

sent to the next neuron. Based the CNN the dense is able to 

classify the images that which pose is done by the user. 
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3: Dropout : The dropout is used for overfitting of the data so 

that the training data does not adapt the extra or the unwanted 

features. 

 

4: Activation (Softmax)  : Then at last we use the activation 

where softmax activation can be used to scale the numbers, etc. 

into the probability. 

 

2.4 USES : 

 

1: CNN can help us for feature extraction which are 

directly learned by the CNN  and there is no need for 

doing any manual feature extraction. 

2: The CNN are also able to produce model which 

provides us with a highly accurate recognition results. 

3: With the help of CNN we can retrain a model for new 

recognition tasks which will enable us to build it on the 

pre-existing network. 
 

2.5. TENSORFLOW AND KERAS 

 
TensorFlow is an open-source software 

library. TensorFlow was originally developed by the 

researchers and engineers working on the Google Brain Team 

within Google’s Machine Intelligence research organization for 

the purposes of conducting the machine learning and the deep 

neural networks research, but the system is general enough to 

be applicable in a wide variety of other domains as well! 

 

Keras is an open-source software library that provides 

the Python interface for an artificial neural networks. Keras 

also acts as an interface for the TensorFlow library. Keras 

allows users to productize the  deep models on smartphones 

(iOS and Android), on the web, or on the Java Virtual 

Machine.[3] It also allows the use of distributed training of the 

deep-learning models on clusters of Graphics processing units 

(GPU) and tensor processing units (TPU).  

 

3. THE STEPS AND IMPLMENTATION OF 

HUMAN POSE EXTIMATION USING DNN(CNN) 

 

1: User can register on the web application and  if already 

    registered the user can login using his/her credentials. 

2: Users gets two options for detecting the pose: 

    1)By uploading the recorded video  

    2)By turning on the real time camera  

3: After capturing the user’s movements the CNN 

algorithm is applied. 

4: By comparing the captured poses with the poses in the 

datasets and after going through the CNN algorithm 

output is displayed 

5: On the screen where poses are captured the name of the 

pose detected is been displayed. 

6: With that the probability of which pose is been detected 

is also been displayed. 

7: After the use the user can directly close the web 

application. 
 

 

4. SYSTEM ARCHITECTURE 

 
 

  
 
Figure 4 : System architecture 

 

 

 

 
 
Figure 5 : Data Flow Diagram 

 
 

5. RECONCLIED ESTIMATES 

 
Human pose estimation is a challenging task as the body’s 

appearance changes dynamically due to the diverse forms of 

clothes, arbitrary occlusion, and also occlusions due to the 

viewing angle, and the  background contexts. Pose estimation 

needs to be robust to challenging real-world variations such as 

the lighting and the weather. 

 Therefore, it is challenging for the image processing models to 

identify the fine-grained joint coordinates. It is especially 

difficult to track the small and barely visible joints.  

Early computer vision works described  the human body as a 

stick figure to obtain its global pose structures. However, the 

modern deep learning based approaches have achieved major 

breakthroughs by improving the performance significantly for 

both the types that are for a single-person and also for the multi-

person pose estimation. 

 

 

http://www.ijsrem.com/
https://en.wikipedia.org/wiki/Open-source_software
https://en.wikipedia.org/wiki/AI_software
https://en.wikipedia.org/wiki/Python_(programming_language)
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/TensorFlow
https://en.wikipedia.org/wiki/IOS
https://en.wikipedia.org/wiki/Android_(operating_system)
https://en.wikipedia.org/wiki/Java_virtual_machine
https://en.wikipedia.org/wiki/Java_virtual_machine
https://en.wikipedia.org/wiki/Keras
https://en.wikipedia.org/wiki/Graphics_processing_unit
https://en.wikipedia.org/wiki/Graphics_processing_unit
https://en.wikipedia.org/wiki/Tensor_processing_unit


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 06 Issue: 05 | May - 2022                Impact Factor: 7.185                          ISSN: 2582-3930                                                                                                                                               

 

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                                              |        Page 4 

6.RESULTS 

 

 
 
Figure 6 : Confusion matrix 

 
Figure 7 : Accuracy 

 

 
Figure 8 : Loss 

 

7. APPLICATION:  
 

1: Pose estimation can be used in gaming. 

2: Pose estimation can also be used in the animation field. 

3: It can also be used Activity Recognition . 

4: In motion capture and augmented reality 

5: For training robots where the robots can follow the 

trajectories of a human skeleton where the human is performing 

some actions. 

6: It can be used in some fields where it can be used for the 

motion tracking for consoles. 

7: And also it can be used to track human postures and detect 

the poses and can be used for AI based yoga or AI based gym 

Trainers. 

 

8.  FUTURE SCOPE 

 
Pose estimation is a type of computer technology that uses 

vision techniques to detect the location of a person or an object. 

This can be achieved by studying certain key-points, as well as 

a combination of poses of a person or an object. In humans, 

these key-points are the various joints on their bodies that 

include the wrists, elbows, and knees, etc. Because objects are 

innate, these key-points include the corners and also the other 

important features.  

The main aim of adopting pose estimation is to track the above 

key-points in videos or in the photos.  

As much as pose estimation is challenging to the not-so-tech-

savvy, it is an aspect of the computer technology that is slowly 

sipping into every sector of the economy. Programmers and 

developers are also increasingly considering the 

implementation of the pose estimation into their programs.  

Furthermore, many businesses are also looking to explore 

possibilities with the pose estimation and there are also reasons 

why. 

 
9. CONCLUSIONS 
In this project we have built a model with the help of Deep 

Neural Network under which we have used Convolutional 

Neural Network. Here the model detects the yoga poses and 

displays the probability and name of the yoga pose which is 

detected. 
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