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Abstract 

     In recent years, with the development of deep learning, the combination of computer vision and natural 

language processing has aroused great attention in the past few years. With the rapid development of artificial 

intelligence, image caption has gradually attracted the attention of many researchers in the field of artificial 

intelligence and has become an interesting and arduous task. Captions have become one of the most needed 

tools in the modern world. Captions, which automatically generate natural language descriptions according to 

the content observed in an image, are an important part of scene understanding, combining computer 

vision knowledge and natural language processing. The process of generating image descriptions is called 

image Captioning. You need to recognize important objects, their attributes, and relationships between objects 

in the image. Generates sentences that are both syntactically and semantically correct. This article presents a 

deep learning model that uses computer vision and machine translation to describe images and 

generate captions. This paper aims at recognizing different objects in an image and recognizing relationships 

between these objects to generate captions. The dataset used was Flickr8k and the programming language 

used was Python3 to demonstrate the proposed project. 

The application of image captions is extensive and significant, for example, the     realization of human-

computer interaction. 
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Introduction 
Over the past few years, computer vision has made significant advances in image processing, such as image 

classification and object detection. Advances in image classification and object detection are making it 

possible to automatically generate one or more sentences to understand the visual content of an image, a 

problem known as image captioning. 

Caption Generation is an interesting AI task that generates descriptive sentences for a given image. These 

include dual methods in computer vision to understand image content, and language models in natural 

language processing to translate image understanding into words in the correct order. 

Automatic technology of image content using natural language is a basic and difficult task. The potential 

impact is huge. For example, it can help blind people better understand the content of images on the Internet. 

It can also provide more accurate and compressed image/video information in scenarios such as social media 

image sharing or CCTV systems. 
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Image captions have many applications, such as recommending editing applications, using virtual assistants, 

indexing images, visually impaired, social media, and other natural language processing applications. 

It has been demonstrated that deep learning models can achieve optimal results in the field of caption 

generation tasks. Define a single end-to-end model to predict photo captions instead of complex data 

preparation or pipelines of custom models. To evaluate the model, we measure its performance on the Flickr 

8K dataset using standard BLEU metrics. These results show that the proposed model outperforms the standard 

model in terms of image subtitles in performance evaluation. 

Related Work 
We present a synthetic output generator that localizes and describes the objects, properties, and relationships 

of images in a natural language format. So, we will combine these. 

architectures to create an image caption generator model. This is also called a CNN-RNN model. 

● CNNs are used to extract features from images. 

● LSTM uses information from CNNs to help create image descriptions. 

 

CNN : Convolutional Neural Networks are specialized deep neural networks that can process data with input 

shapes such as two-dimensional matrices. Images are easy to represent as 2D matrices and CNNs are very 

useful for working with images. CNNs are mainly used to classify images and determine whether an image is 

a bird, airplane, superman, etc. It scans the image from left to right and top to bottom to extract important 

features from the image and classify the image by combining the features. It can process images that have 

been translated, rotated, scaled and perspective changed. 

 

LSTM : LSTM stands for Long Short Term Memory and is a type of Recurrent Neural Network (RNN) 

suitable for sequence prediction tasks. It can predict what the next word will be based on the previous text. It 

overcomes the limitations of short-term memory RNNs and proves to be superior to conventional RNNs. 

LSTMs can pass relevant information throughout input data processing and discard unnecessary information 

with the help of forget gates. 

 

DFD Diagram : 
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                                                        Literature Review 
Previously, extensive research has been done in the field of generating image captions and creating content 

for image captions. Authors suggested content selection methods for generating image captions. This 

document [1] mainly uses three categories of features to create content: geometric, conceptual, and visual. In 

addition, many methods have been proposed in the past to generate image captions. They are divided into three 

categories. i.e., template-based methods, search-based methods, and deep neural network (encoder-decoder) 

methods. These models are often built using CNNs to encode images and extract visual information, and RNNs 

are used to decode visual information into sentences. In this article [2], the authors have proposed a template 

slot for title creation that is populated with a predictable triple of visual components (object, action, scene). 

Again, in article [3], the authors used a conditional random field (CRF) based technique to obtain objects (such 

as people) attributes, and prepositions. This model is evaluated on the PASCAL dataset using the BLEU and 

ROUGE scores. The best BLEU score for this task was 0.18, the corresponding highest ROUGE was 0.25.The 

authors of the paper [4] suggested a way to create a title by selecting valuable phrases from existing titles and 

carefully combining them to create a new title. We used a dataset of one million caption images, of which 

1000 images were set aside as a test set for calculating BLEU (0.189) and METEOR (0.101) scores. Most of 

these methods are difficult to develop and rely on predefined templates.Because of their dependencies on these 

patterns, these methods cannot generate variable-length sentences or signatures. A template-based approach 

allows you to create syntactically correct signatures. However, because of the predefined templates, the 

generated labels have a fixed length. In the paper [5], authors proposed a data-driven based approach for image 

description generation using retrieval based technique. They concluded that the proposed method provides 

efficient and relevant results to produce image captions. Although these strategies provide syntactically valid 

and generic sentences, they fail to produce image-specific and semantically correct sentences. 

In the paper [6], the authors proposed a dual graph convolutional network with transformation and curriculum 

for image labeling. They assessed the results of the MS-COCO dataset with a BLEU-1 score of 82.2 and a 

BLEU-2 score of 67.6. The authors of this article [7] proposed a Neural Image Caption (NIC) model based on 

an encoder-decoder architecture. In this model, a CNN is used as an encoder, and the final layer of the CNN 

is connected with an RNN decoder that generates a text signature. In this model, LSTM is used as RNN. Again, 

in the paper [8], the authors used visual and semantic similarity scores to cluster similar images. They merge 

the images together, retrieving captions of the input image from captions of similar images in the same cluster. 

Some researchers have proposed a ranking-based framework to generate captions for each image by exposing 

it to sentence-based image captioning. 

As a result of conducting research on generating captions for images mentioned above, several important 

research points were identified. First, the CNN models used in most state-of-the-art systems are pre-trained on 

object-specific ImageNet datasets rather than scene-specific. Therefore, these models provide per-subject 

results. Second, most articles only reported results in terms of one or two scoring metrics, such as accuracy 

and BLEU-1 score. In the proposed model to train a CNN, we use the VGG16 Hybrid Places1365 model as a 

CNN to obtain object- and scene-specific results. This model was pre-trained on ImageNet. In addition, to 

review most of the articles, we evaluated the results using several evaluation metrics: BLEU, METEOR, 

ROUGE, and GLEU measures. 
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Methodology 

 

 
    

   

 

 

 

 

 

 

 

 

 

 

1)   Data Gathered: To collect the necessary data, we gathered a substantial dataset of images   

         paired with their corresponding captions.This can be done by manually creating captions     

         for images or using existing datasets such as Flickr8k, Flickr30k, or MSCOCO.  

  2)   Data Preprocessing:  

            a)  The Dataset in which images are present are preprocessed to remove noise and        

                        convert to a suitable format for analysis. Data preprocessing may include several conversions 

to a suitable format for analysis. Data preprocessing may include several  techniques to enhance the quality of 

the images, such as resizing, conversion to grayscale, or applying filters. 

            b)   The captions in the dataset are preprocessed by cleaning, removing noise or  unwanted characters, 

and converting the text into a standardized format.   

 3)   Object Identification: It is the process of detecting and recognizing objects in an 

       image. It is done by using pre-trained models that have already been trained on large datasets  

       of images and can recognize specific objects in real-time. The visual features are extracted      

       from the images using VGG16 pre-trained model of Convolutional Neural Network (CNN). 

 4)  Sentence Generation: LSTM, part of RNN, is used to generate captions. The model takes 

      input image features and word sequence is generated as output. This process can involve  

      several sub-steps such as: 

              -  Data splitted into validation, training, test sets. 

              -  Encoding captions using word embedding. 

              -  Training set is used to train the model and tuning hyperparameters. 

              -  To measure performance, Model evaluation on the validation and test sets. 

5)   Translation: The output caption is translated into different languages using   

       google translator. It translates text from one language to another.  

6)   Voice Conversion: The translated output is converted to voice using the gTTS  

http://www.ijsrem.com/
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      library. The gTTS helps to convert text into voice. 

7)   GUI : It is used for better user experience and more accessible for people with 

      disabilities. It gives various options to the user for conversion of stored caption  

      into different languages and also in voice. 

 

 

 

● Image as input is taken from the Dataset.  

● Objects that are present in the image are detected by Convolutional neural networks. It extracts the 

most relevant and discriminative features of an image and these features are then stored as a set of 

feature vector values, it predicts the features using pooling functions. 

● After the feature extraction and classification process is complete, the output is passed to a LSTM 

layer, which uses the previously predicted words in a sentence to predict the upcoming word in the 

sequence.     

● The softmax function takes the output and maps it to a probability distribution  over the possible 

classes. This allows the network to predict the most accurate output. It also overcomes the overfitting 

problem.  

 

Training Phase 

In the training phase, you feed a pair of input images and their corresponding captions to the image caption 

model. A VGG model is trained to identify all possible objects in an image. On the other hand, part of the 

LSTM model is trained to predict every word in a sentence and every word before it after seeing an image. 

For each signature, we add two extra characters to indicate the beginning and end of the sequence. Stop 

generating sentences and mark the end of a line whenever a stop word appears. 

The loss function of the model is computed with I being the input image and S being the generated header. N 

is the length of the generated sentence. pt and St denote probabilities and predicted words at time t, 

respectively. During training, we tried to minimize this loss function. 

http://www.ijsrem.com/
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Implementation 

Model implementation was performed using a Python environment. Keras 2.0 was used to implement the deep 

learning model due to the existence of the VGG network used to identify objects. The Tensorflow library is 

installed as a backend to the Keras framework for building and training deep neural networks. TensorFlow is 

a deep learning library developed by Google. 

 

It provides a heterogeneous platform for algorithm execution. This means that it can run on low power devices 

such as mobile devices as well as large distributed systems with thousands of GPUs. The neural network was 

trained on an Nvidia Geforce 1050 GPU with 640 Cuda cores. To define the network structure, TensorFlow 

uses a graph definition. 

 

Once the schedule is defined, it can run on any supported device. The photo features are precomputed and 

stored using a pretrained model. These features are then loaded into the model as interpretations for a given 

picture in the dataset to reduce the redundancy of running each picture across the network each time a new 

language model construct is tested. Image feature preloading is also performed to implement a real-time image 

captioning model. The architecture of the model is shown in Figure 2. 

 
                   Figure 2: Image Captioning Model 
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RESULTS 

 

 
FUTUREWORK 

Future Scope of our project is to convert the text directly into braille language. 

We can build an Android application for captions for social media uses. 

We can compare different algorithms to increase the accuracy. 
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                                                            Benefits 

1. Intelligent monitoring 

2. Human-computer interaction 

3. Image and Video annotation 

 

Major Challenges 

SOFTWARE REQUIREMENT 

 

Tensor-flow: Tensor-Flow is an end-to-end open source platform for machine learning. Tensor-flow is 

developed by Google and incorporates the most common modules into a deep learning framework. It supports 

many modern networks such as CNNs and RNNs with different settings. Tensor-flow is designed for 

incredible flexibility, portability, and high-performance hardware. 

PyTorch: PyTorch is a Python-based scientific computing package that serves two purposes. An alternative to 

NumPy to harness the power of GPUs and maximize flexibility and speed with a deep learning research 

platform. 

Keras: Keras is a high-level neural network API written in Python and can be run on Tensor-flow, CNTK, or 

Theano. 

It is designed with a focus on allowing you to experiment quickly. The ability to move from ideas to results 

with minimal delay is key to good research. Keras enables easy and fast prototyping (through its user-friendly 

line of modularity and extensibility). Keras supports both convolutional and recurrent networks, and a 

combination of both. 

HARDWARE REQUIREMENT 

GPU- Compared to CPU, the performance of matrix multiplication on Graphics Processing Unit is 

significantly better. With GPU computing resources, all the deep learning tools mentioned achieve much 

higher speedup when compared to their CPU-only versions GPUs have become the platform of choice for 

training large, complex Neural Network based systems because of their ability to accelerate the systems. 

 

TPU- Tensor Processing Unit (Domain-Specific Architecture) is a custom chip that has been deployed in 

Google data centers since 2015. DNNs are dominated by tensors, so the architects created instructions that 

operate on tensors of data rather than one data element per instruction. To reduce the time of deployment, TPU 

was designed to be a coprocessor on the PCI Express I/O bus rather than be tightly integrated with a CPU, 

allowing it to plug into existing servers just as a GPU does. 

The goal was to reduce the amount of I/O between TPU and CPU by running the entire inference model on 

the TPU. Minimalism is a virtue of domain processors. 
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CONCLUSION 

Based on the results obtained, it can be seen that the deep learning methodology used here has produced 

successful results. The CNN and LSTM, working together in the right synchronization, were able to find 

connections between objects in images. To compare the accuracy of our predictive signatures, we can use the 

BLEU score (Bilingual Studies) [5, 8] and compare them to the target signatures in the Flickr8k test dataset. 

The BLEU score is used in text translation to rate the translated text against one or more reference translations. 

Over the years, several different neural network techniques have been used to create hybrid image caption 

generators like the one proposed here. 

For example, use the VGG16 model instead of the Xception model or the GRU model instead of the STM 

model. You can also compare these models using the BLEU score to see which model is most accurate. This 

article introduced various new developments in machine learning and artificial intelligence and how vast the 

field is. Indeed, several topics in this document are open to further research and development, and the 

document itself attempts to cover the basics of creating an image caption generator. 
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