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Abstract Retinal image analysis is an emerging research 
field in ophthalmological diseases. One of the leading 

ophthalmological diseases is glaucoma. Glaucoma is the                   

leading cause for blindness. It affects the optic nerve of our 
eye. Due to its complexity and silent nature, early detection 

of this disease makes it hard to detect .In this article, we 

introduced convolutional neural networks in the deep 

learning field for the detection of glaucoma. Firstly, the 
fundus image of both healthy image and glaucoma image 

are collected with good lighting conditions,Then the CDR 

value for the image is obtained.Based on the CDR values 
obtained the result will be generated.        
    

Keywords: CNN model, Glaucoma Detection, Image 

Segmentation, Cup Disk Ratio, Classification .                                                                     

 

I. Introduction 

Glaucoma is a second largest eye disease, causes 

blindness. Optic nerve connect to brain, help to scan 

image from eye .Glaucoma damages the optic nerve. 

Regular eye checkup only precautionary measure to 

avoid glaucoma. Glaucoma occur due to intraocular 

pressure more fluid produced on eye, leading to 

blockage on eye’s channel. Glaucoma cannot be cured 

but it can be controlled. Glaucoma is an eye disorder 

in which the optic nerve is damaged due to increase in 

intraocular pressure with in the eye. Glaucoma is one 

of the leading causes of irreversible blindness in the 

world. It leads to deterioration in vision and quality of 

life if it is not cured early. The following figure 

illustrates us, how danger it is. 

          
 

 

Types of Glaucoma 

Open angle glaucoma 

                                Open-angle glaucoma is the most 

common form of the disease. The drainage angle formed 

by the cornea and iris remains open, but the trabecular 
meshwork is partially blocked. This causes pressure in 

the eye to gradually increase. This pressure damages the 

optic nerve. It happens so slowly that you may lose 
vision before you're even aware of a problem. 

 

 Closed angle glaucoma 

                               Closed-angle glaucoma occurs 

when the iris bulges forward to narrow or block the 

drainage angle formed by the cornea and iris. As a 

result, fluid can't circulate through the eye and 

pressure increases. It develops quickly. Some 

people have narrow drainage angles, putting them 

at increased risk of angle-closure glaucoma. It is 

also called angle closure glaucoma. 
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METHODOLOGY 

Input Image 
                                       The input image is taken from     

dataset repository. The Glaucomatous fundus images and 

normal images are collected and stored in the dataset 

repository. The input dataset is in the format ‘.png, ‘.jpg. 
The input image by using the imread () function. We have 

used the tkinter file dialogue box for selecting the input 

image. 
 

              
 

 

Preprocessing 
                                 After selecting the input image we 
have to resize the image and convert the image into 

grayscale. To resize an image, we use resize () method, 

passing in a two-integer tuple argument representing the 

width and height of the resized image. The function doesn't 
modify the given image; it instead returns another Image 

with the new dimensions. Then Converts the Image to 

Grayscale in Python Using the Conversion Formula and the 
matplotlib Library. We can also convert an image to 

grayscale using the standard RGB to grayscale conversion 

formula that is  

    imgGray = 0.2989 * R + 0.5870 * G + 0.1140 * B. 

 

 

 

 

 

IMAGE SEGMENTATION: 

                  In this step, we can segment the affected regions 

by using the morphological operations. 
● To segment the optic cup 

● To segment the optic disk 

● To segment the Exudates 
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OPTIC CUP 

                     The optic cup is the white, cup-like area in 
the centre of the optic disc. The ratio of the size of the optic 

cup to the optic disc (cup-to-disc ratio, or C/D) is one 

measure used in the diagnosis of glaucoma. Different C/Ds 
can be measured horizontally or vertically in the same 

patient. C/Ds vary widely in healthy individuals. However, 

larger vertical C/Ds, or C/Ds which are very different 

between the eyes, may raise suspicion of glaucoma. A C/D 
which enlarges vertically over months or years suggests 

glaucoma. 

 

 
 

 

OPTIC DISK 

                        The optic disc or optic nerve head is the 

point of exit for ganglion cell axons leaving the eye. 

Because there are no rods or cones overlying the optic 
disc, it corresponds to a small blind spot in each eye. 

The ganglion cell axons form the optic nerve after they 

leave the eye. The optic disc represents the beginning of 
the optic nerve and is the point where the axons of 

retinal ganglion cells come together. The optic disc is 

also the entry point for the major blood vessels that 

supply the retina. The optic disc in a normal human eye 
carries 1–1.2 million afferent nerve fibres from the eye 

towards the brain 

 

EXUDATES 

                         Exudate is fluid that leaks out of blood 
vessels into nearby tissues. The fluid is made of cells, 

proteins, and solid materials. Exudate may ooze from 

cuts or from areas of infection or inflammation. It is also 

called pus. 
 

 

 

 

 

 

 

 

 

 

CONVOLUTION 
                          A specific kind of such a deep neural 

network is the convolutional network, which is 

commonly referred to as CNN or ConvNet.(CNN)  is 
having the framework of deep-learning algorithm used 

to extract the pixel-level features in a multi-layer form 

that are defined automatically from an image. CNNs 

model is used to understand the feature maps 
represented by an image CNNs is describing the best 

feature-map without manually defined domain-expert 

methodologies of image processing algorithms features 
defined by CNN model is known as deep-invariant 

features that are acquired from different layers also 

known as visual features 
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RELU 
                          The RELU layer applies the function 

f(x) = max (0, x) to all of the values in the input volume. 

The Rectified Linear Unit is the most commonly used 
activation function in deep learning models. This layer 

just changes all the negative activations to 0. RELU 

layers work far better because the network is able to 

train a lot faster (because of the computational 
efficiency) without making a significant difference to 

the accuracy. 

 

 

 

 

POOLING LAYER 
                            After some ReLU layers, 
programmers may choose to apply a pooling layer. It is 

also referred to as a down sampling layer. This basically 

takes a filter (normally of size 2x2) and a stride of the 
same length. It then applies it to the input volume and 

outputs the maximum number in every sub region that 

the filter convolves around 

 

FLATTEN LAYER 
Flattening is converting the data into a 1-dimensional 

array for inputting it to the next layer. Flatten the 

output of the convolutional layers to create a single 
long feature vector. And it is connected to the final 

classification model, which is called a fully-

connected layer. Dense adds the fully 

connected layer to the neural network. 
 

DENSE LAYER 
                                  Dense Layer is simple layer of 

neurons in which each neuron receives input from all 

the neurons of previous layer, thus called as dense. 

Dense Layer is used to classify image based on output 

from convolutional layers. 
 

 

 
 

 

 

 
 

 

 
 

 

 

SYSTEM IMPLEMENTATION 
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IMPLEMENTATION RESULT 
 

                                   The accuracy of this system is 
checked with the dataset which is publicly 

available.From this database we take the images and 

find the CDR value. Final Result will be generated 
based on the CDR value obtained. 

 

 

 

DATASET 

 

 

 

 

CLASSIFICATION:  
 
 

 
 

 

 

IMAGE NO CDR 

VALUE 

OBTAINED 

RESULT 

Image no 1 0.70 Glaucoma 

Image no 2 0.34 Normal 

Image no 3 0.77 Glaucoma 

Image no 4 0.23 Normal 

Image no 5 0.75 Glaucoma 

Image no 6 0.47 Normal 

 

CONCLUSION 

                                   We conclude that, the dataset was 
taken from dataset repository as input and developed the 

deep learning algorithm such as Convolutional Neural 

Network.The CDR value is obtained from the image. 

Finally, we can predict the input image is normal or 
glaucoma.  

 

FUTURE ENHANCEMENT 

                                  The further development of this 

project is to improve the accuracy. In the later versions 
we will develop pocket friendly applications where 

patients can check whenever they need.  
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