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Abstract-  To find the best model of the contest 

by analyzing the public opinion which are in 

the form of comments with the help of 

sentiment analysis. By differentiating the 

comments as positive and negative, the best 

model can be selected easily. Even though 

algorithms such as Naive Baye’s, Support 

Vector Machine, Decision Tree and 

SentiWordNet methods with different 

accuracies were implemented in identifying 

the polarity of the content, the method is 

proposed to improve the accuracy of 

predicting the correct result with a new tool. 

I. Introduction 

       Opinion mining is the process of studying 

the emotions and opinions of people in a 

computational way. Opinion mining is derived 

from natural language processing, data mining 

and then text mining. As we live in the world of 

internet, none of us wonder on expressing 

opinions either on certain people or on certain 

products and topics in a social media in the form 

of posts, blogs, reviews and 

comments.Extracting the sentiments and 

analyzing the public views in social media or in 

microblogging sites like Facebook, Twitter etc 

will surely help the people to make decisions. 

However, ‘Going through the opinions of all 

people manually in a microblogging site is a 

difficult task. Therefore, Sentiment Analysis 

techniques are needed to extract the feature of 

the opinion i.e, positive (or) negative (or) neutral 

sentiments. 

 

 

 

 

II. Literature Review 

      Amiya Kumar Tripathy et al., proposed 

sentence analysis i.e., POS(Parts of Speech) 

tagging and opinion extraction by implementing 

SentiWordNet and Hidden Markov Model 

approaches. By POS tagging, the subject-feature 

pair is obtained. The system calculates the 

weight for each subject-feature pair based on 

which polarity is assigned to it. Finally all the 

weights are combined to have final weight. 

Based on this, polarity is assigned to a review. 

    Shilpi Chawla et al., proposed Product opinion 

mining on smart phone reviews by generating 

factor type, Document term matrix, Wordcloud 

and corpus generation of the source. Naïve 

Bayes algorithm is used for textual classification 

and Support Vector Machine algorithm is also 

used. 

    Vijay B.Raut et al., proposed classifying and 

summarizing hotel reviews by using Naïve 

Baye’s algorithm, Support Vector Machine and 

Decision Tree algorithm. SentiWordNet 

approach is also applied. 

 

III. Proposed Work 

  Identification of polarity of the content(text) 

which are in the form of comments (or) reviews 

on particular model in microblogging sites to 

find out the best model in a contest paves here 

the way to build this proposed model to 

accomplish the aforementioned task. 

  

 To optimize the accuracy rate of predicting the 

polarity or sentiment of the given content and to 

develop the sentiment analysis model to 
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implement standard sentiment analysis, the 

Python libraries ‘Spacy’ and ‘Scikit-Learn’ are 

used. 

 

The first step is to load the dataset which 

contains comments or reviews of various users 

of microblogging sites or social media. ‘Pandas’ 

package of Python is used to load the dataset. 

 

Data Preprocessing 

   Transforming the data into a form in which a 

computer can understand. 

   

Stopwords Removal 

     Stopwords are the words which do not play a 

main role to give the meaning of a sentence i.e., 

eventhough these stopwords are removed from a 

sentence, they do not affect the major part of the 

meaning of a sentence. Removing stopwords 

shall decrease the time to train the model and the 

highest performance and classification accuracy 

is achieved. ‘Spacy’ library of Python is used to 

remove stopwords. After listing all the 

stopwords in the dataset which contains reviews, 

they will be removed. 

 

Scikit-Learn 
      As Python’s Scikit-Learn library provides 

efficient versions of many algorithms and the use 

of Scikit-Learn is innumerable in prediction and 

classification. The following packages of Scikit-

Learn is imported to develop the proposed 

model. 

 

a) TransformerMixin 

         TransformerMixin is a python Scikit-Learn 

package which is imported to create custom 

transformer class which contains many functions 

to implement data transformation to make the 

proposed model to learn the patterns in the 

dataset. The following functions of 

TransformerMixin are used in building this 

model: data_transform, model_fit, set_param and 

text_cleaning. 

b) CountVectorizer 

        CountVectorizer of Scikit-Learn library is 

basically used to convert the text into numbers 

depending upon the number of times each word 

appears in the given text. In this case, As our 

dataset contains reviews as text, CountVectorizer 

is used to convert it into vectors and it also 

converts all alphabets into lowercase letters. 

 

CountVectorizer enables a matrix to be formed 

by having unique words in the text as separate 

columns. The rows have each text samples of the 

reviews and the cells have the count of each 

word’s appearance. 

 

c) LinearSvc 

      LinearSvc is imported from Python’s 

sklearn.svm to implement Support Vector 

Machine algorithm to classify the comments in 

the dataset either as positive, negative or neutral. 

 

d) TFIDFVectorizer 

      TFIDFVectorizer (Term Frequency and 

Inverse Document Frequency) focuses on 

recognizing how frequently the word appears in 

a series of reviews. Utilizing TFIDFVectorizer 

makes an impact in classifying and predicting 

the data with respect to genericity and 

uniqueness of a particular word. 

 

e) train_test_split 

      The dataset which contains reviews can be 

divided into train set and test set by importing 

train_test_split package of Scikit-Learn. 

 

f) accuracy_score 

      The package ‘accuracy_score’ of Python’s 

sklearn.metrics aids to compute the accuracy of 

the proposed model in predicting the polarity 

(or) sentiments of the comments or reviews. 

 

g) Pipeline 

      Pipeline package is imported from 

sklearn.pipeline to create the pipeline whose 

responsibility here is to wrap up the process of 

cleaning and vectorising the reviews in the 

dataset and then to classify them as either 

positive (or) negative. Above all, its purpose is to 

automate all the processes. 

 

IV. Evaluating the model 

      After training the data is over, the accuracy 
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of the proposed model in predicting the reviews 

correctly is found. By applying LinearSvc(), the 

accuracy rate of identying (or) predicting the 

polarity of the reviews is 98.497%. 

 

      To predict the polarity of the reviews, 

pipe.predict() of pipeline package is applied. The 

output ‘1’ represents that the review is positive 

and the output ‘0’ represents that the review is 

negative. 

      

V. Conclusion 

     Though Naïve Bayes algorithm, Support 

Vector Machine algorithms are already 

implemented in identifying the polarity of the 

reviews with different accuracies in result 

prediction, the proposed model is built by 

implementing ‘Spacy’ and ‘Scikit-Learn’ 

libraries of Python which incorporates 

LinearSvc() to achieve the improved accuracy 

with accuracy rate of 98.497%. It shows that the 

proposed model has the highest possibility in 

predicting the polarity of the reviews.  

  The proposed sentiment analysis model is 

readily available to predict the polarity of the 

comments that are made on the model of the 

contest and then it helps to find out the best 

model of the contest. 

 

Comparison of varied accuracies in predicting 

the sentiments 

          Method   Accuracy Rate 

Naïve Baye’s algorithm 87.4% 

Decision Tree 

algorithm 

78.4% 

SentiWordNet 87.6% 

LinearSvc using Spacy  

and Scikit-Learn 

98.497% 

 

 

Future Plan 

 To apply text preprocessing in the 

reviews of different languages 

 To build the sentiment analysis model for 

the languages other than English 
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