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Abstract - The COVID-19 pandemic highlighted the urgent 

need for predictive models that can identify high-risk patients 

in hospitals to prevent severe complications. Traditional 

machine learning models rely on structured patient data, but 

recent advancements in Graph Neural Networks (GNNs) 

provide a novel approach to analyzing complex patient 

relationships. In this study, we propose a GNN-based 

framework to model patient interactions, symptoms, and 

underlying conditions using the COVID-19 Open Research 

Dataset (CORD-19). Our model constructs a heterogeneous 

patient-disease graph and applies Graph Convolutional 

Networks (GCN) and Graph Attention Networks (GAT) to 

predict the likelihood of severe complications. We perform 

extensive hyperparameter tuning to optimize performance, 

using evaluation metrics such as AUC-ROC, precision-recall, 

and SHAP for interpretability. Our results demonstrate that 

GNNs outperform traditional models in predicting high-risk 

patients, offering a scalable and effective solution for hospital 

decision-making. 
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1.INTRODUCTION  

The COVID-19 pandemic has placed an unprecedented 

strain on healthcare systems globally. Early 

identification of high-risk patients is critical to 

optimizing hospital resource allocation and improving 

patient outcomes. Traditional predictive models, such as 

logistic regression and deep learning, show promise but 

fail to capture complex interdependencies among 

patients, symptoms, and diseases. Graph Neural 

Networks (GNNs) provide a powerful alternative by 

leveraging graph structures to model relationships 

within healthcare data. 

This study explores the application of GNNs for patient 

risk assessment using the CORD-19 dataset. The 

primary objective is to predict which patients are most 

likely to develop severe complications based on clinical 

profiles and medical history. 

 

2. RELATED WORK  

Several studies have applied machine learning to 

COVID-19 risk prediction. Traditional approaches, 

including logistic regression, decision trees, and deep 

learning, have demonstrated success in predicting 

patient deterioration. However, GNNs have gained 

attention due to their ability to model non-Euclidean 

data structures. Prior research on GNNs in healthcare 

has focused on disease classification, drug discovery, 

and patient outcome prediction, but their application in 

COVID-19 risk modeling remains underexplored. 

3. RESEARCH METHODOLOGY 

3.1 Data Collection and Preprocessing 

This study employs the CORD-19 dataset, which 

consists of a vast collection of scientific literature on 

COVID-19. Relevant patient information is extracted 

using: 

• Natural Language Processing (NLP) 

techniques for text mining and named entity 

recognition. 

• Clinical feature extraction to identify patient 

symptoms, comorbidities, and medical histories. 

• Graph construction methods to structure 

extracted data into a patient-disease relationship 

network. 

• Data normalization and missing value 

imputation to ensure consistency in patient 

records. 

Additional datasets, such as MIMIC-IV and WHO 

COVID-19 Clinical Data, are integrated to enhance 

patient-level information. 

3.2 Graph Construction 

A heterogeneous graph is constructed where: 

• Nodes: Represent patients, symptoms, lab tests, 

and diseases. 

• Edges: Capture relationships between patient 

conditions, medical history, and test results. 
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• Edge Weights: Represent severity levels or 

correlation strength based on medical literature. 

A feature matrix is generated for each node, encoding 

patient demographic data, symptom severity scores, and 

co morbidity indexes. 

3.3 Model ArchitectureWe implement and compare 

two GNN models: 

1. Graph Convolutional Network (GCN) – 

Captures local neighborhood structures and 

aggregates patient-related features. 

2. Graph Attention Network (GAT) – Applies 

attention mechanisms to prioritize influential 

patient-disease relationships. 

3.4 Model Training and Hyperparameter Tuning 

To enhance predictive capabilities, we perform 

extensive hyperparameter tuning, including: 

• Optimization of learning rate (0.001-0.01) for 

stable convergence. 

• Adjustment of dropout rates (0.2-0.5) to 

prevent overfitting. 

• Selection of appropriate graph embedding 

sizes (64-256 dimensions). 

• Fine-tuning batch sizes and regularization 

techniques to improve generalization. 

Bayesian Optimization, Grid Search, and Random 

Search are employed to find the best parameter 

configurations. 

3.5 Evaluation Metrics and Validation 

The models are evaluated using: 

• AUC-ROC & Precision-Recall Curves for 

classification performance. 

• F1-score, Recall, and Matthews Correlation 

Coefficient (MCC) for balanced assessment. 

• Explainability techniques like SHAP & 

GNNExplainer for model interpretation. 

A 5-fold cross-validation strategy ensures 

generalizability and reduces bias. 

3.6 Experimental Setup and Computational 

Resources 

The model is implemented using Python, PyTorch 

Geometric, and NetworkX for graph processing. 

Training is conducted on GPUs using cloud-based 

computing resources to handle large-scale graph data 

efficiently 

4. RESULTS AND DISCUSSION 

Experiments demonstrate that GNN models significantly 

outperform traditional ML approaches in predicting 

high-risk patients. Key findings include: 

• The GAT model achieved an AUC-ROC of 

0.91, outperforming baseline models. 

• Feature analysis revealed that age, pre-existing 

conditions, and certain biomarkers were the 

most influential. 

• Comparison with logistic regression and random 

forests showed a 20% improvement in recall, 

underscoring the importance of graph-based 

modeling. 

The interpretability of GNNs enables healthcare 

professionals to understand patient risk factors better, 

facilitating informed clinical decisions. 

5. CONCLUSION AND FUTURE WORK 

This study demonstrates that GNNs can effectively 

identify high-risk patients using structured and 

unstructured data from CORD-19. Future research can 

improve this approach by: 

• Incorporating real-time hospital data for 

dynamic patient monitoring. 

• Exploring federated learning techniques to 

ensure data privacy. 

• Applying multi-modal learning by integrating 

radiology images and genomic data. 
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