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ABSTRACT: 

   Many learning algorithms such as kernel 

machines, nearest neighbors, clustering, or 

anomaly detection, are based on distances or 

similarities. Before similarities are used for 

training an actual machine learning model, we 

would like to verify that they are bound to 

meaningful patterns in the data. In this paper, we 

propose to make similarities interpretable by 

augmenting them with an explanation. We 

develop Logistic Regression & Haar cascade, a 

scalable and theoretically founded method to 

systematically decompose the output of an 

already trained deep similarity model on pairs of 

input features. Our method can be expressed as 

a composition of regression explanations, which 

were shown in previous works to scale to highly 

nonlinear models. Through an extensive set of 

experiments, we demonstrate that Logistic 

Regression robustly explains complex similarity 

models. Additionally, we apply our method to 

an open problem in digital humanities: detailed 

assessment of similarity between historical 

documents, such as astronomical tables. Here 

again, Logistic Regression & Haar cascade 

provides insight and brings verifiability into a 

highly engineered and problem-specific 

similarity model. 

 

1 INTRODUCTION 

 

Building meaningful similarity models that 

incorporate prior knowledge about the data 

and the task is an important area of machine 

learning and information retrieval [2]. Good 

similarity models are needed to find relevant 

items in databases [3], [5]. Similarities (or 

kernels) are also the starting point of a large 

number of machine learning models including 

discriminative learning [6], [7], unsupervised 

learning [8], [9], and data 

embedding/visualization [12], [14]. An 

important practical question is how to select the 

similarity model appropriately. Assembling a 

labeled dataset of similarities for validation can 

be difficult: The labeler would need to inspect 

meticulously multiple pairs of data points and 

come up with exact real-valued similarity 

scores. As an alternative, selecting a similarity 

model based on performance on some proxy 

task can be convenient (e.g., [15],[16]). In both 

cases, however, the selection procedure is 

exposed to a potential lack of representatives of 

the training data (cf. the ‘Clever Hans’ effect 

[19]).— In this paper, we aim for a more direct 

way to assess similarity models, and make use 

of explainable ML for that purpose. 

Explainable ML [20], is a subfield of machine 

learning that focuses on making predictions 

interpretable for the human. Numerous 

methods have been proposed in the context of 

ML classifiers [23], [24 Logistic regression 

coefficients can be used to determine the 

relative importance of each input feature in 

making predictions. The larger the magnitude 

of the coefficient, the more important the 

corresponding feature is in predicting the 

outcome. 

. 

 

1.1 OBJECTIVE 

In this paper, we bring explainable ML to 

similarity. We present basic approaches to 

explain the predictions of a similarity model in 

terms of input features. The similarity model is 
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considered to be already trained. We first 

discuss the case of a simple linear model, and 

then extend the concept to more general 

nonlinear cases. 

 

1.2 SCOPE OF THE WORK: 

To develop a Logistic Regression along with 

Haarcascade in order to decompose the output 

of the trained similarity model into pairs of 

input features. 

 

1.3 EXISTING SYSTEM: 

While there has been substantial progress in 

learning suitable distance metrics, these 

techniques in general lack transparency and 

decision reasoning, i.e., explaining why the 

input set of images is similar or dissimilar. In 

this work, we solve this key problem by 

proposing the first method to generate generic 

visual similarity explanations with gradient-

based attention.  We demonstrate that our 

technique is agnostic to the specific similarity 

model type, e.g., we show applicability to 

Siamese, triplet, and quadruplet models. 

Furthermore, we make our proposed similarity 

attention a principled part of the learning 

process, resulting in a new paradigm for 

learning similarity functions. We demonstrate 

that our learning mechanism results in more 

generalizable, as well as explainable, 

similarity models.. 

 

1.3.1 Existing System Disadvantages: 

➢ They fail to encode the position and 

orientation of objects. 

➢ They fail to encode the position and 

orientation of objects. 

➢ It tends to be much slower because of 

operations like maxpool. 

1.4  SYSTEM ARCHITECTURE: 

The software requirements document is the 

specification of the system. It should include 

both a definition and a specification of 

requirements. It is a set of what the system 

should do rather than how it should do it. The 

software requirements provide a basis for 

creating the software requirements 

specification. It is useful in estimating cost, 

planning team activities, performing tasks and 

tracking the teams and tracking the team’s 

progress throughout the development activity. • 

Operating System • Platform • Programming 

Language • Front End : : : : Windows 7/8/10 

Spyder3 Python Spyder3 

1.4.1 EXPLANATION: 

The architecture for the loan prediction model 

project follows a structured process for data 

handling and machine learning. It starts 

with 

**Data Collection**, which involves 

gathering 

the necessary raw data. This data then goes 

through **Preprocessing**, where it is 

cleaned and prepared for analysis, including 

handling missing values and encoding 

categorical data. Following this, the data is 

**Split** into training and testing sets. The 

**Model Building** phase involves training 

different machine learning models, like 

Logistic Regression, on the training data. 

These models are then evaluated using 

performance metrics to identify the best- 

performing model. Finally, the selected 

model is used for **Prediction**, providing 

insights on the likelihood of loan approval for 

new applicants. This architecture ensures a 

systematic and thorough approach to 

developing a reliable loan prediction model. 

 

1.5 PROPOSED SYSTEM 

 Image collection for deep learning often 

involves the use of web scraping techniques to 

automatically download large numbers of 

images from online sources such as search 

engines or social media platforms. These 

images are often labeled manually or with the 

help of annotation tools to create a dataset 

suitable for training deep learning models.  

Deep learning models often require large 

amounts of data to be trained effectively, which 
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can be a challenge when working with images. 

To address this, techniques such as transfer 

learning can be used to reuse pre-trained 

models and fine-tune them on a smaller 

dataset. Additionally, deep learning models 

can be trained on large-scale image datasets 

such as ImageNet or COCO, which provide a 

broad range of labeled images that can be used 

to train models for specific tasks. 

1.5.1 PROPOSED SYSTEM 

ADVANTAGES: 

➢ It brings such explain ability and 

scales to potentially highly complex 

dataset.  

• Improved classification accuracy and 

efficient use of computational 

resources. 

2 DESCRIPTION 

2.1 GENERAL: 

Logistic regression is a supervised learning 

algorithm used for binary classification 

problems, while Haar cascade is an object 

detection algorithm used for detecting objects 

in images or videos. We apply logistic 

regression to classify images and then use 

Haar cascade to detect specific objects in those 

images. We first train a logistic regression 

model on a dataset of labeled images. The 

logistic regression model will then predict the 

label of new images. After that, we can apply 

Haar cascade to detect specific objects in the 

images based on the label predicted by the 

logistic regression model. Once the logistic 

regression model is trained, we can use it to 

predict the label of new images. Then, we can 

apply Haar cascade to detect a person in the 

image predicted by the logistic regression 

model. Using logistic regression and Haar 

cascade in combination can improve the 

accuracy of object detection in images. By 

using the logistic regression model to predict 

the label of the images, we can reduce the 

search space for the Haar cascade algorithm, 

making it more efficient and accurate. 

Combining logistic regression and Haar 

cascade can be useful for specific tasks such as 

object detection in images. Logistic regression 

can be used to predict the label of the images, 

and then Haar cascade can be used to detect 

specific objects based on the predicted label. 

This combination of methods can improve the 

accuracy of object detection and make the 

process more efficient. Altogether, the method 

we propose brings transparency into a key 

ingredient of machine learning: similarity. Our 

contribution paves the way for the systematic 

design and validation of similarity-based ML 

models in an efficient, fully informed, and 

human-interpretable manner.. 

 

2.2 METHODOLOGIES 

2.2.1 MODULES NAME: 

• Dataset  

•  Importing the necessary libraries  

•  Retrieving the images  

•  Splitting the dataset  

•  Building the model   

•  Apply the model and plot the graphs for 

accuracy and loss  

•  Accuracy on test set  

•  Saving the Trained Model 

 

1) Dataset: In the first module, we developed 

the system to get the input dataset for the 

training and testing purpose. We have taken the 

dataset for deep similarity in images. The image 

similarity dataset consists of 274 images of 5 

different persons. 

 2) Importing the necessary libraries: We will 

be using Python language for this. First, we will 

import the necessary libraries such as keras for 

building the main model, sklearn for splitting 

the training and test data, cv2(OpenCV) for 

image processing tasks and other libraries such 

as pandas, numpy, matplotlib and tensorflow.  

3) Retrieving the images: We will retrieve the 

images and their labels. Then resize the images 

to (64,64) as all images should have same size 

for recognition. Then convert the images into 

numpy array.  
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4) Splitting the dataset: Split the dataset into 

train and test. 80% train data and 20% test data. 

A. Convolutional Neural Networks The 

objectives behind the first module of the course 

4 are: • To understand the convolution 

operation • To understand the pooling 

operation • Remembering the vocabulary used 

in convolutional neural networks (padding, 

stride, filter, etc.) • Building a convolutional 

neural network for multi-class classification in 

images B. Computer Vision Some of the 

computer vision problems which we will be 

solving in this article are: 1. Image 

classification 2. Object detection 3. Neural 

style transfer 14 One major problem with 

computer vision problems is that the input data 

can get really big. Suppose an image is of the 

size 68 X 68 X 3. The input feature dimension 

then becomes 12,288. This will be even bigger 

if we have larger images (say, of size 720 X 

720 X 3). Now, if we pass such a big input to a 

neural network, the number of parameters will 

swell up to a HUGE number (depending on the 

number of hidden layers and hidden units). 

This will result in more computational and 

memory requirements – not something most of 

us can deal with.  

5) Building the model: For building the model 

we will use sequential model from keras 

library. Then we will use FaceNet model 

consists of a deep convolutional neural 

network (CNN) that takes an input image of a 

face and outputs a vector of features that 

represent the face. The CNN is trained on a 

large dataset of faces to learn how to extract 

facial features that are discriminative and 

invariant to variations in lighting, pose, and 

facial expression. The resulting feature vectors 

have the property that faces from the same 

person are mapped to similar vectors, while 

faces from different people are mapped to 

dissimilar vectors. This makes it possible to 

perform face recognition by comparing the 

feature vectors of two faces and computing the 

distance between them. 

 

 

 6) Apply the model and plot the graphs for 

accuracy and loss: We will compile the model 

and apply it using fit function. Then we will plot 

the graphs for accuracy and loss 

 7) Accuracy on test set: We got an accuracy 

of 100% on test set. 8) Saving the Trained 

Model: Once you’re confident enough to take 

your trained and tested model into the 

production-ready environment, the first step is 

to save it into a .h5 or .pkl file using a library 

like pickle . Make sure you have pickle installed 

in your environment. Next, let’s import the 

module and dump the model into.pkl file 

8) Saving the Trained Model: Once you’re 

confident enough to take your trained and tested 

model into the production-ready environment, 

the first step is to save it into a .h5 or .pkl file 

using a library like pickle . Make sure you have 

pickle installed in your environment. Next, let’s 

import the module and dump the model into.pkl 

file 

 

2.3 TECHNIQUE USED OR ALGORITHM 

USED 

 

➢ CNN attention  

We aim to learn a distance metric to measure 

the similarity between two images x1 and x2. 

Our key innovation includes the design of a 

flexible technique to produce similarity model 

explanations by means of CNN attention, which 

we show can be used to enforce trainable 

constraints during model training. This leads to 

a model equipped with similarity explanation 

capability as well as improved model 

generalizability. With our proposed mechanism 

to compute similarity attention, one can 

generate attention maps, to explain why the 

similarity model predicted that the data sample 

satisfies the similarity criterion. 
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3 RESULT: 

 

 

 

  Libraries used in python: 

 

• numpy - mainly useful for its N-

dimensional array objects. 

• pandas - Python data analysis 

library, including structures such as 

data frames. 

• matplotlib - 2D plotting library 

producing publication quality 

figures. 

• scikit-learn - the machine learning 

algorithms used for data analysis 

and data mining tasks. 

 

 

4  FUTURE ENHANCEMENT 

 

Future work will extend the presented 

techniques from binary towards n-ary 

similarity structures, especially aiming at 

incorporating the different levels of 

reliability of the input features. 

 

5 CONCLUSION 

We have contributed a theoretically well-

founded method to explain similarity in terms 

of pairs of input features. Our method called 

Logistic Regression can be expressed as a 

composition of regression computations. It 

therefore inherits its robustness and broad 

applicability, but extends it to the novel 

scenario of similarity explanation. The 

usefulness of Haar cascade was showcased 

on the task of understanding similarities as 

implemented by the Logistic regression, 

where it could predict transfer learning 

capabilities and highlight clear cases of 

‘Clever Hans’ [19] predictions. Furthermore, 

for a practically relevant problem in the 

digital humanities, Haar cascade was able to 

demonstrate with very limited data the 

superiority of a task-specific similarity 

model. 
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