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ABSTRACT  

 
In this digital era, there are endless varieties of 

content to be consumed like books, videos, articles, 

movies, etc., it has become a hectic task to find the 

content of one’s liking. Whereas, the digital content 

providers want to get as many users on their service 

as possible for the maximum duration. Here the 

recommender system comes into play by which the 

content providers recommend users the stuff 

according to the users’ liking and preferences. 

In this paper, we have proposed a movie 

recommender system, “Movie Guide”. The goal of 

Movie Guide is to provide the precise movie 

recommendations to users.  

 

INTRODUCTION 

 

In today’s world, the internet has become an 

important part of human life. The excessive 

available information often creates a complication 

for the user. To help users cope with this 

information explosion Recommendation systems 

(RS) are deployed. RS is mostly used in e-

commerce applications and knowledge management 

systems such as tourism, entertainment, and online 

shopping portals. Our sole focus in this paper is on 

RS for movies which are an integral source of 

recreation and entertainment in our lives. Web-

based portals are responsible for movie suggestions 

to users. Genres of movies like comedy, thriller, 

animation, and action are the easiest category to 

differentiate them. Another possible way to 

categorize movies can be achieved on the basis of 

metadata such as year, language, director, or cast. 

Most online video-streaming services provide a 

number of similar movies to the user to utilize the 

user’s previously viewed or rated history. Movie 

Recommendation Systems help us to search for our 

preferred movies and also reduce the trouble of 

spending a lot of time searching for favorable 

movies. The primary requirement of a movie 

recommendation system is that it should be very 

reliable and provide the user with the 

recommendation of movies that are similar to their 

preferences. In recent times, with an exponential 

increase in the amount of online data, RS is very 

beneficial for taking decisions in different activities 

of day-to-day life. RS is broadly classified into two 

categories: Collaborative filtering (CF) and 

Content-based filtering (CBF). Humans often tend 

to make decisions on the basis of facts, 

predetermined rules, and familiar information which 

is accessible over the internet and this 

predisposition of human behavior gave rise to the 

notion of CF.  The idea of CF was introduced by 

Resnick et al. in net news, to help people find 

articles they liked in an enormous stream of 

available articles. CF emphasizes on helping people 

to make choices based on the standpoint of other 
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people. Two users are considered like-minded when 

their ratings for items are similar whereas, in CBF, 

items are suggested through the similarity among 

the contextual information of the items. With the 

emergence of social media platforms like Quora, 

Facebook, Instagram, Twitter and many more 

similar social media services which authorize 

people to express their daily state of mind over the 

internet. Twitter is one of the most popular social 

network founded in 2006 where users can express 

their thoughts and emotions in limited characters. 

The Distinctive Selling Proposition of Twitter is 

that the users not only receive information based on 

their social links but also gain access to other user-

specified information. “Tweets” are known as the 

source of information on Twitter which are of a 

limited character that keep users up to date on their 

best-loved topics, people, and movies. For the 

purpose of the present report, we propose a movie 

recommendation framework by amalgamating 

hybrid and sentiment scores from the database. The 

major offerings of the paper are as follows: 1. We 

are proposing a hybrid recommendation system by 

fusing collaborative filtering and content-based 

filtering. 2. Sentiment analysis is used to boost this 

recommendation system. 3. A detailed analysis of 

the proposed recommendation system is presented 

through extensive experiments. Eventually, a 

qualitative, as well as quantitative comparison with 

other standard models, is also shown. 

 

RELATED STUDIES 

 

1. CONTENT BASED FILTERING (CBF) 

 

A Content-Based movie recommendation system 

utilizes the data provided by users like ratings, 

feedback, and reviews. To make recommendation to 

the user, a user profile is created using the user’s 

previous data. As the user takes more actions or 

provides more inputs on the recommendation 

system, the engine becomes more precise and 

robust. To implement a content-based filtering 

system following steps are to be followed:  

• Terms Allocation  

• Terms Representation  

• Learning Algorithm Selection  

• Provider Recommendation 

 

2. CALCULATION OF SIMILARITY (CS)  

 

Calculating the similarity between movies is the 

goal of content-based recommender systems. The 

content can be anything example; text, video, and 

image. In our project, each movie is represented by 

an attribute vector. Cosine Similarity is the most 

used measurement for document similarity. To 

calculate the similarity between two attributes, we 

have to calculate the cosine of the angle between 

the attribute vector using the given Equation: 

cos(m,n) = m.n/||m||*||n||  

Where, m.n= product (dot) of the vectors ‘m’ & ‘n’. 

||m|| & ||n||= length of the two vectors ||m||*||n||= 

cross product of the two vectors. 

 

3.SENTIMENT ANALYSIS (SA) 

 

Sentiment analysis is one of the Natural Language 

Processing fields which is committed to the 

judgement of subjective opinions, views, or feelings 

collected from a collection of sources about a 

specific subject. In more accurate business terms, it 

can be encapsulated as “Sentiment Analysis is a set 

of tools to pinpoint and extract opinions and utilize 

them for the benefit of the business operation”. 

Such algorithms push deep into the text and find the 

substance those points out the feature towards the 

result in regular or its specific element.  

The calculation is performed by: -  
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P (+ve | altogether liking of the movie) = P 

(altogether liking of the movie | +ve) * P (+ve) / P 

(altogether liking of the movie). 

 

IMPLEMENTATION OF THE SYSTEM 
 

In this paper, we put forward the Content Based 

Movie Recommendation using Sentiment Analysis 

“MOVIE GUIDE”. Movie Guide is an application 

which provides all the details of the requested 

movie such as overview, genre, release date, rating, 

runtime, top cast, reviews, recommended movies, 

etc.The details of the movies(title, genre, runtime, 

rating, poster, etc) are fetched using an API by 

TMDB named 

https://www.themoviedb.org/documentation/api, 

and using the IMDB id of the movie in the API, 

web scraping is done to get the reviews given by the 

user in the IMDB site using 

beautifulsoup4 beautifulsoup4 and performed 

sentiment analysis on those reviews. With the help 

of API keys all the info about the actor director and 

movies is fetched. Based on user reviews the 

sentiment is being predicted whether the movie is 

good or bad, top 10 reviews are displayed. Then 

based on those reviews top 10 similar movies will 

be recommended. To carry out sentiment analysis 

NLTK i.e. Natural Language Toolkit and 

TfidVectorizer is used.  

After that stopwords is applied to remove 

unnecessary English words which are not needed. 

Use of TfidVectorizer and fit transform is to convert 

the reviews and comments data into vectors to 

create NLP model. Algorithm used in the NLP 

model is MultinomialNB(). It calculates each tag's 

likelihood for a given sample and outputs the tag 

with the greatest chance. 

Finally similarity score is used to recommend the 

movies based on current genre. 

How does it decide which item is most similar to 

the item user likes? Here is the use of similarity 

scores. 

It is a numerical value ranges between zero to one 

which helps to determine how much two items are 

similar to each other on a scale of zero to one. This 

similarity score is obtained measuring the similarity 

between the text details of both of the items.  

So, similarity score is the measure of similarity 

between given text details of two items. This can be 

done by cosine-similarity. 
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CONCLUSION 
 

In this project, we have selected Content Based 

Filtering with Sentiment Analysis to develop a 

Movie Recommendation System. Content-based 

filtering methods become an advantage when 

dealing with a new user whereas these systems also 

have some drawbacks. The collaborative filtering 

methods are segregated into two parts in which, 

neighborhood methods are used to recommend plain 

content but they are unable to provide accuracy, and 

model-based methods improve the status of cold-

start problems. Collaborative filtering systems are 

very popular because they have many booms. 

Hybrid systems overcome the drawbacks of both 

content-based and collaborative filtering systems, 

improve the outcome and make the system precise. 

Because of the information overload Recommender 

system has become more and more important. We 

attempt to find a new way to improve the accuracy 

of the representative of the movie, for content-based 

recommender system. There is no cold statement 

problem as we are using content-based 

recommender system. But it cannot recommend 

anything on its own, it entirely depends on users’ 

previous interactions with the system. These 

shortcomings can be addressed by Collaborative 

Filtering technique which we will try to introduce in 

future. For now, we are able to work on building a 

content-based movie recommendation system with 

the help of certain technologies and some guidance.  

 

RESULT 
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